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Introduction  

 

Currently available indices are not appropriate for the purpose of inequality 

measurement because of inadequate geographic coverage, inadequate 

population coverage, short length of series and inappropriate methodological 

features. Almost all existing price indices (for example, indices constructed and 

used by Department of Census and Statistics, 2004, Dutt and Gunewardena, 

1997, Gunewardena, 2007)have been computed for the specific purpose of 

measuring poverty, and use the consumption patterns of around 40 per cent of 

households with the lowest consumption expenditure to construct the price 

indices. Hence, they are not appropriate to measure inequality.  

 

There is also a methodological weakness inherent in the use of binary index 

numbers such as Paasche, Laspeyres and Fisher, on which currently available 

price indices are based, as they do not satisfy the property of transitivity. As a 

result, it is difficult to ensure that the entire set of price comparisons that these 

methodologies yield, is internally consistent between all possible direct and 

indirect comparisons (Kravis et al., 1982). In contrast, multilateral methods 

such as the Elteto-Koves-Szulc (EKS) index, the Geary-Khamis (GK) method, 

and the Country-Product-Dummy (CPD) method, satisfy the property of 

transitivity. However, the EKS and GK methods also require a set of region or 

region-wise prices and quantities of items of uniform quality specifications, 

which is difficult to obtain. In contrast, the CPD methodology was originally 

developed as a specialized regression technique to deal with representative price 

lists of different countries that were not identical and to ensure base country 
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invariance (Coondoo et al., 2004). Hence this paper applies the CPD 

methodology to construct price indices for the analysis of inequality trends in 

Sri Lanka. 

 

 

Objective 

 

We apply the Country Product Dummy method to construct a spatial and 

temporal price index that can be used for inequality analysis between 1980 and 

2010 in Sri Lanka other than in the North and the East. The former conflict-

affected regions are excluded from the analysis due to lack of data from these 

regions for most of this period. 

 

 

Methodology 

 

The CPD methodology is really a bridge-region method that links two regions 

together on the basis of the relationship of each to a (base) region by taking into 

account all price comparisons with all other regions (Kravis et al., 1982). 

Consequently, the method regards each price as being dependent on the region 

in which it is observed, and on the item to which it refers.  

 

The standard CPD formulation regresses the logarithm of observed prices on 

two sets of dummy variables, one relating to the various regions and the other to 

the various commodities. The model has no intercept. It includes the 

observations of unit prices for the base region in the base year in its vector of 

prices representing the dependent variable but does not include a dummy to 

represent the base as an explanatory variable. Setting region j = 1 as base and 

introducing the dynamic of time t ( 1,2,..., )t T= , the regression version of the 

model is: 

 

* * *

21 21 1 1 2 2ln ... ...jit MT MT N N jitp D D D D D u=h + +h +p +p + +p +. (1) 

 

In equation (1), jtD  refers to the j-the region dummy variable in time t, taking 

value equal to 1 for all observations for region j in time t and zero for all other 

regions and times. 
*

iD is the i-th commodity dummy variable taking value equal 



4 

 

to 1 for commodity i and zero for all other commodities. The random 

disturbance term ijtu is a normally distributed variable with mean zero and 

variance
2s . 

 

The coefficient jth of each region dummy variable denotes the differences in 

the log of prices between the base region in the base year and the subscripted 

region at the subscripted time. ehis the purchasing power parity for that 

particular region relative to the base of region 1 when 1t= . 

 

Rao (1995) generalised the estimation procedure of the model by making use of 

quantity and value data and extending the model to allow for the use of weights. 

The extension had its roots in weighted least squares with weights being 

equivalent to the square root of expenditure shares, and is as follows:  

 

 

21 21

* * *

1 1 2 2

ln ...

...

jit jit jit MT jit MT

jit jit N jit N

jit

v p v D v D

v D v D v D

u

=h + +h +

p +p + +p +    (2) 

The analysis uses expenditure data (value and quantity) from the Labour Force 

and Socio-Economic Surveys (LFSS) of 1980/81 and 1985/86 and the 

Household Income and Expenditure Surveys (HIES) of 1990/91, 1995/96, 2002, 

conducted by the Department of Census and Statistics, Sri Lanka. The surveys 

are broadly comparable in design and methodology, particularly in the 

schedules related to household expenditure. The surveys could not be carried 

out in the Northern and Eastern Provinces for twenty years after 1985, although 

with the ending of the conflict (from most of the East in 2007 and in the North 

in 2009), first the Eastern Province and then the Northern Province were 

covered. However, since the present paper aims to construct a price index that 

can be used to investigate inequality trends in Sri Lanka during the post-

liberalization period we are compelled to exclude the North and the East from 

the analysis because of the lack of data. Nevertheless, in a companion paper we 

will construct a spatial and temporal price index for all Sri Lankan provinces 
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including the North and the East for the years 1980, 1985 and 2010 in order to 

enable the analysis of inequality in the entire island.  

 

We use household price and expenditure data for seven survey years for seven 

provinces, each with urban and rural sectors. The price index for the urban 

sector in region 1 (Western Province) in 1980, the first year for which data is 

available, was set as the base or numerary. Consequently, the number of region 

dummies in the basic model of equation (1) applied to seven survey years, 

seven provinces and two sectors, amounted to a total of 97regional dummies (7 

regions*7 years*2 sectors ï 1 [for base] = 97). The model accounted for 44 

aggregated food and non-food commodity categories for which quantity data 

were available. The classification system, consisting of 39 food and 5 non-food 

categories, was based almost entirely on Dutt and Gunewardenaôs(1997) 

method. 

 

Unit values for the price variable are defined as follows. For region j, 

 

ji

ji

ji

v
p

q
= ...................(3) 

 

Results 

 

Ordinary Least Squares estimation can be used to obtain the coefficients of the 

explanatory variables in equation (2), so long as the least squares assumptions 

hold. One such assumption is that the explanatory variables are independent 

from each other. If, however, there are one or more exact linear relationships 

among the explanatory variables, then the least squares estimator cannot be 

defined. Tests for multi-collinearity ruled out the presence of exact collinearity 

between explanatory variables in equation (2), although the two commodity 

dummy variables for rice and cereals and food bought out, reported high (>10) 

variance inflation factors. However, the solution for this problem, either 

dropping the correlated variables or instrumenting for them, was not practical as 

these two commodities are staples and represent an important component of 

household consumption. In any case, in the absence of exact collinearity, the 

least squares estimator still remains the best linear unbiased estimator by the 

Gauss-Markov theorem (Hill et al., 2011). Besides, our interest here is the 
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coefficients of the regional dummies from which we derive our spatial and 

temporal price indices, rather than the coefficients of the commodity dummies, 

and tests for multi-collinearity ruled out the presence of exact linear 

relationships between our variables of interest.  

 

Table 1 presents the regression results for the spatial dummy variables for the 

urban sector, while Table 2 sets out the results for the rural sector. Regression 

results for the commodity dummies are not presented as they are not required 

for the construction of regional price indices other than in the specification of 

the CPD model, but are available from the authors on request. The full set of 

urban and rural price indices is set out in in Table 3, which is derived from the 

exponentials of the coefficients of the regional dummies in Tables 1 and 2. The 

regression results appear sensible. For example, all proved significant at the 1 

per cent or 5 per cent critical level other than for the coefficients representing 

first year (1980) variables for all regions and both sectors. With Western 

Provinceôs urban sector of the first survey year, 1980, taken as the base, the data 

suggests a twelve (urban) to sixteen (rural) fold increase in prices between 1980 

and 2010. This is in keeping with the movement of the Colombo Consumerôs 

Price Index (CCPI) over the same period (Central Bank of Sri Lanka, various 

years). Moreover, the twelve to fifteen-fold increases in urban prices since 1980 

is broadly consistent across regions. 

 

However, rural prices have been generally lower than urban prices until 2002, 

after which they have become higher. To test whether (a) the coefficients of the 

urban sector regional dummies were significantly different from 0 in the base 

year 1980, and (b) whether the coefficients for the regional dummies of each of 

the other years, both urban and rural, were equal to each other, we conducted 

Wald tests and Table 4 sets out the results. It can be seen that other than for 

rural prices of 2007 and 2010, the hypothesis that regional prices are different 

from each other in any year was rejected at the 5 per cent level of significance. 

It is likely that variations in commodity prices across regions averaged out to 

produce regional price indices that are close to each other during most of this 

period. The relatively higher rural prices of 2007 and 2010, however, merit 

further investigation in future research. 
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Conclusion 

 

This study constructed spatial and regional price indices for the years 1980, 

1985, 1990, 1995, 2002, 2007 and 2010 for the admittedly limited purpose of 

measuring trends in consumption inequality. The empirical research revealed 

recently emerging differences in rural and urban prices that are significant and a 

cause for concern. These differences merit careful investigation to find out 

underlying factors, using more appropriate and extensive data. For example, 

multivariate time series analysis using the spatial consumer and producer price 

data series maintained by the Central Bank of Sri Lanka, may throw further 

light on the extent to which commodity markets are spatially integrated, and 

help identify the commodities and district markets that are lagging behind. As 

importantly, such an analysis will show whether differentials between the prices 

that consumers pay for products, and the prices that producers receive, have 

decreased over the years with better transport and connectivity, or whether these 

differentials have remained the same, or even increased, due to other reasons 

such as anti-market practices. Research on these lines can better inform policies 

aimed at controlling inflation even while making sure that producers get better 

prices for their products. 

 

A major limitation of the present study is that the price indices produced cannot 

be used to analyze the progress of inequality in the North and the East, and, in 

fact, in the country as a whole. However, in a companion paper, we intend 

constructing a spatial and temporal price index for all Sri Lankan provinces 

including the North and the East for the years 1980, 1985 and 2010 that will 

enable the analysis of inequality in those regions as well.  
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Table 1: CPD Regression Results for Regional Dummies, Urban Sector 

 

 Province0 / Year 1980 1985 1990 1995 2002 2007 2010 

Western - 0.5781*** 1.1500*** 1.6046*** 2.0991*** 2.2930*** 2.7420*** 

 

- (-0.1170) (-0.1182) (-0.1178) (-0.1184) (-0.1213) (-0.1203) 

Central -0.1394 0.5416*** 1.1369*** 1.5580*** 2.0055*** 2.1533*** 2.6960*** 

 

(-0.1101) (-0.1164) (-0.1154) (-0.1205) (-0.1191) (-0.1208) (-0.1154) 

Southern -0.0608 0.4208*** 1.0326*** 1.4325*** 2.0716*** 2.2263*** 2.7177*** 

 

(-0.1120) (-0.1124) (-0.1130) (-0.1181) (-0.1071) (-0.1166) (-0.1194) 

North Western 0.0062 0.3742*** 1.0402*** 1.4770*** 2.0665*** 2.0933*** 2.5971*** 

 

(-0.1114) (-0.1085) (-0.1138) (-0.1152) (-0.1171) (-0.1150) (-0.1220) 

North Central -0.1240 0.3911*** 1.0695*** 1.5751*** 2.0810*** 2.1694*** 2.6623*** 

 

(-0.1043) (-0.1175) (-0.1151) (-0.1121) (-0.1140) (-0.1170) (-0.1174) 

Uva 0.0618 0.4867*** 1.0753*** 1.4454*** 2.0584*** 2.2040*** 2.6637*** 

 

(-0.1124) (-0.1146) (-0.1146) (-0.1169) (-0.1135) (-0.1075) (-0.1125) 

Sabaragamuwa -0.0184 0.4752*** 1.0671*** 1.4450*** 2.1222*** 2.1633*** 2.6687*** 

  (-0.1097) (-0.1134) (-0.1156) (-0.1181) (-0.1165) (-0.1240) (-0.1205) 

Notes: Standard errors in parentheses. * Significant at 5%;** significant at 1%. 
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Table 2:  CPD Regression Results for Regional Dummies, Rural Sector 

 

 Province / Year 1980 1985 1990 1995 2002 2007 2010 

Western 0.0429 0.4635*** 1.0358*** 1.4856*** 2.0603*** 2.3269*** 2.8015*** 

 

(-0.1190) (-0.1233) (-0.1221) (-0.1248) (-0.1239) (-0.1199) (-0.1206) 

Central -0.0379 0.4024*** 1.0065*** 1.3825*** 1.9881*** 2.2026*** 2.6115*** 

 

(-0.1148) (-0.1188) (-0.1236) (-0.1250) (-0.1220) (-0.1186) (-0.1267) 

Southern -0.0800 0.3128** 0.9486*** 1.3767*** 1.9282*** 2.2106*** 2.8785*** 

 

(-0.1121) (-0.1214) (-0.1187) (-0.1206) (-0.1248) (-0.1181) (-0.1060) 

North Western -0.0800 0.3229** 0.9386*** 1.3476*** 1.9148*** 2.2000*** 2.6483*** 

 

(-0.1053) (-0.1274) (-0.1184) (-0.1258) (-0.1252) (-0.1203) (-0.1174) 

North Central -0.0456 0.3036*** 0.9576*** 1.3242*** 1.8410*** 2.1974*** 2.6066*** 

 

(-0.1076) (-0.1154) (-0.1166) (-0.1189) (-0.1193) (-0.1117) (-0.1141) 

Uva -0.0042 0.3290*** 0.9694*** 1.3011*** 1.8671*** 2.1960*** 2.5385*** 

 

(-0.1026) (-0.1177) (-0.1166) (-0.1202) (-0.1219) (-0.1164) (-0.1183) 

Sabaragamuwa -0.0960 0.3718*** 0.9866*** 1.3813*** 1.9622*** 2.4490*** 2.6048*** 

  (-0.1140) (-0.1170) (-0.1193) (-0.1214) (-0.1214) (-0.1087) (-0.1149 

Notes: Standard errors in parentheses. * significant at 5%;** significant at 1%. 
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Table 3: Spatial and Temporal Price Indices, Sri Lanka 1980-2010 

 
Region 1980 1985 1990 1995 2002 2007 2010 

Urban sector 

       Western  1.000 1.783 3.158 4.976 8.159 9.905 11.577 

Central 0.870 1.719 3.117 4.749 7.430 8.613 15.517 

Southern 0.941 1.523 2.808 4.189 7.937 9.266 14.820 

North Western 1.006 1.454 2.830 4.380 7.897 8.112 15.146 

North Central 0.883 1.479 2.914 4.831 8.013 8.753 13.424 

Sabaragamuwa 1.064 1.627 2.931 4.244 7.833 9.061 14.329 

Uva 0.982 1.608 2.907 4.242 8.349 8.700 14.349 

        

Rural sector 

       Western  0.958 1.590 2.817 4.418 7.849 10.246 16.469 

Central 0.963 1.495 2.736 3.985 7.301 9.049 13.619 

Southern 0.945 1.367 2.582 3.962 6.877 9.121 17.788 

North Western 0.923 1.381 2.556 3.848 6.786 9.025 14.129 

North Central 0.955 1.355 2.605 3.759 6.303 9.001 13.553 

Sabaragamuwa 0.996 1.390 2.636 3.673 6.470 8.989 12.661 

Uva 0.908 1.450 2.682 3.980 7.115 11.577 13.529 

 

 

Table 4: Test Results for Significant Differences in Regional Prices  

               in Each Year 1980-2010 

 

Year Urban Sector Rural Sector 

 *F  Prob> F *F  Prob> F 

1980 0.98 0.4345 0.19 0.9809 

1985 0.90 0.4917 0.42 0.8668 

1990 0.30 0.9367 0.15 0.9892 

1995 0.73 0.6260 0.41 0.8719 

2002 0.18 0.9817 0.67 0.6769 

2007 0.54 0.7757 2.26 0.0350 

2010 0.28 0.9487 2.58 0.0172 

 

 

 



11 

 

References 

 

Central Bank of Sri Lanka (various years) Annual Report, Colombo, Central 

Bank of Sri Lanka. 

Coondoo, D., Majumder, A. & RAY, R. (2004) On a Method of Calculating 

Regional Price Differentials with Illustrative Evidence from 

India. Review of Income and Wealth, 50, 51-68. 

Department of Census And Statistics. (2004) Official Poverty Line for Sri 

Lanka.  [Accessed 22 August 2009]. 

Dutt, G. & Gunewardena, D. (1997) Some Aspects of Poverty in Sri Lanka: 

1985-90, Washington D.C., World Bank. 

Gunewardena, D. (2007) Consumption Poverty in Sri Lanka 1985-2002, 

Colombo, Centre for Poverty Analysis. 

Hill, C. R., Griffiths, W. E. & Lim, G. (2011) Priciples of Econometrics, New 

York, Wiley and Sons. 

Kravis, I. B., Heston, A. & Summers, R. (1982) World Product and Income: 

International comparisons of real gross product, Baltimore, 

World Bank, John Hopkins University Press. 

Rao, D. S. P. (1995) On the Equivalence of the Generalised Country-Product-

Dummy (CPD) Method and the Rao-system of Multilateral 

Comparisons, Philadelphia, Center for International 

Comparisons, University of Pennsylvania. 

 

 

  



12 

 

Examining the Trade-off between Inflation and Unemployment  

Rate in the Long Run in Sri Lanka: Parametric and  

Non-Parametric Econometric Investigations 

 

N. Balamurali
1  

and S. Sivarajasingham
2 

 

1
Regional Educational Services, The Open University of Sri Lanka 

2
Dept of Economics & Statistics, University of Peradeniya, Sri Lanka 

 

 

Keywords: Inflation, Unemployment, Non-Parametric, Co-integration, 

Causality 

 

 

Introduction  

 

Inflation and unemployment are two macroeconomic issues interpreted as twin 

evils of macroeconomics. Both variables are elements of the Misery index. The 

Misery index in recent years has become a prime indicator used in political 

debate. These issues have captivated the minds of many researchers and 

politicians.William Phillips pointed out a trade ïoff relationship between 

unemployment and inflation. The statistical and economic relationship between 

inflation and unemployment has been a central focus for macroeconomists and 

policymakers since the publication of Phillipsô (1958) seminal paper. Besides 

having a theoretical importance, the relationship between these variables (the 

Phillips curve) carries important policy as well as political implications. Central 

banks tend to develop their monetary policies in such a way that would enable 

them to keep inflation as low as possible. However, the dilemma is that if an 

inverse relationship between inflation and unemployment exists, then central 

banks would be able to maintain low inflation rates only by means of high 

unemployment. Thus, the hard choice would be between having a combination 

of low-inflation and high-unemployment or vice versa.  

 

In the above context, the statistical and economic relationship has remained an 

important consideration for decision-makers and the central banks. This trade-

off relationship remains a necessary building block of business cycle theory. 

Since then a sizeable theoretical and empirical literature has backed up the 
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stable trade-off between these variables. However, Friedman(1968), argued 

against the stable trade-off hypothesis.  He further argued that the traditional 

trade-off relationship between these variables (Phillips curve) could only be a 

ñshort termò tradeïoff sustainable only over a certain period. No trade off 

relationship between these variables in the long run. The convex Phillips curve 

exists only in the short run under which Friedman and Phelps argued that the 

rate of change in unemployment did not only reflect regular actual inflation but 

also expected inflation. Based on the above argument, they concluded that there 

was no trade-off between these variables in the long run.  

 

Mankiw(2000) states that the trade-off between inflation and unemployment is 

inexorable and mysterious. Karanassou and Snower (2002) argued that the long 

run relationship between these variables is downward sloping. Granger and 

Jeon (2009) found that there was a weak causation from unemployment to 

inflation. This tradeoff remains a controversial topic among economists, but 

most economists today accept the idea that there is a short run trade-off between 

inflation and unemployment. Data on unemployment and inflation over the last 

six decades in many countries show a more complicated relationship than the 

simple short run Phillips curve. It may be a Phillips curl. 

 

The main research question of this study is ñWhether a trade-off relationship 

exists between unemployment and inflation in the long run in Sri Lanka?ò 

There is a large and growing body of empirical literature on this relationship. 

However, there has been a lack of in-depth studies on this relationship in 

developing countries, in particular in Sri Lanka.  

 

 

Objective 

 

The main objective of this study is to test the existence of long term trade-off 

between inflation rate and unemployment rate in Sri Lanka. 

  

 

Methodology 

 

Data: the variables used in this study are consumer price index (CPI), wage 

index, unemployment rate and gross domestic product. This study covers the 
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period 1963-2012. Consumer price Index and Unemployment rate data are 

collected from various issues of the Annual Report, Central Bank of Sri Lanka, 

Economic and Social Statistics of Sri Lanka 2012, and the Consumer Finances 

and Socio Economic Survey Reports. The CPI-based inflation rate, wage 

inflation rate and GDP growth rate are calculated using the log difference 

formula.  

 

100*)]Pln()P[ln( 1tt --=p
 

where, P is the index variable. 

 

This study uses advanced econometric techniques (nonparametric and 

parametric) to examine the trade-off relationship between inflation and 

unemployment in Sri Lanka. First, we employed nonparametric approach 

graphical methods, Simple Scatter plots, Confidence Ellipse, Scatter with 

Kernel Fit, scatter Nearest Neighbor Fit to explore the relationship. Then, 

parametric econometric techniques- co-integration analysis, Error Correction 

Model and, causality analysis are employed to investigate the relationship. Error 

correction model allows testing for the existence of an underlying link between 

variables, as well as for short run adjustments between variables, including 

adjustments to achieve the co-integration relationship. Impulse response 

function is employed to show the effects of shocks on the adjustment path of 

inflation. 

 

The simple specification of the above relationship could be estimated using the 

following equation: t1t10t UEINF eba ++= - where Ŭ0is constant and ɓ1is 

slope coefficient. INFt  is the inflation rate in the year t, UEt is the 

unemployment rate in the year t and teis the error term.  

 

The novelty of this paper is uncovering the long term time path of the 

underlying relationship between unemployment rate and inflation rate using 

nonparametric and parametric techniques using Sri Lankan data.  

Results 

 

Results show a more complicated relationship than the simple short run Phillips 

curve. In this study, simple scatter plot does not explicitly provide the direction 
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of relationship between these variables. Therefore, we used advanced 

techniques, nonparametric methods, such as confidence ellipse, scatter with 

Nearest Neighbor Fit and scatter with Kernel fit which showed a weak and 

downward sloping and non-linear relationship between inflation rate and 

unemployment rate. This negative and nonlinear relationship confirms Phillips 

basic findings. Kernel fit shows that the curve has a convex and concave shape. 

Sacrifice ratio between those variables also changes over the period.  

 

Figure1: Trade-off between CCPI-INF &UEFigure2:Trade-off between Wage-

INF &UE 

 

 

 

 

Inflation rate is having upward trend till 1980s then downward trend. 

Unemployment rate is declining very marginally till 1980s then it gradually 

declined. Compared to unemployment rate, there have been more fluctuations in 

inflation rate.  
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The above confidence ellipses with Kernel fit show a possible nonlinear trade-

off between inflation rate and unemployment rate. The curvature is changing 

convexity in some periods and concavity in others.  

 

The sample period is divided into 5 periods which were not predetermined but 

based on specific direction of the relationship between these variables. This 

study try to explore what data says. The confidence ellipse investigation shows 

that the type of relationship between inflation rate and unemployment rate in 

these sample periods is not the same. The direction of relationship varies as 

seen from the piecewise confidence ellipse display. One can see in the first, 

second and fifth periods there are negative relationship between these variables. 

During the third and fourth periods, there are positive relationships between 

these variables.  A close look at the data shows that there have been in fact 

several distinct curves over the study periods. 

 

                            Figure 3: Piecewise confidence ellipse analysis 

 

 

 

In the long run, during the period of 1963-2012, the variables are negatively 

related and the equilibrium time path is nonlinear. Nonparametric regression 

methods are used to identify the long run path. The Kernel regression fit and the 

Nearest Neighbor Fit both indicate that there is a consistent negative 

relationship between the rate of inflation and the rate of unemployment. These 

non-parametric regression fit graphs show explicitly the trade-off relationship 

which contradicts the Milton Friedman argument of a vertical Phillips curve. 
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In parametric analysis, we employ the Augmented Dickey-Fuller (ADF) test 

and PhillipsïPerron test to test the stationarity of the series incorporated in the 

study. The ADF and PP test results are given below in Table-1,INF (CPI) and 

INF (wage) and UE are non-stationary in the case of no intercept and no trend 

model for the level series and stationary at first difference.  

 

      Table 1: Unit root results 

 

 LEVEL   FIRST 

DIFFERENCE 

 

Variables ADF 

statistics 

PP test 

statistics 

 ADF statistics PP 

Statistics 

INFL(cpi) -1.84(0.06) -1.53(0.11)  -8.99(0.00) -

14.50(0.00) 

INFL(wage) -0.54(0.47) -1.79(0.06)  -8.14(0.00) -

18.82(0.00) 

UE -2.22(0.20) -2.20(0.20)  -4.21(0.00) -4.21(0.00) 

      (P values are in parenthesis) 

 

Following the visual experiment, we employed the co-integration technique to 

explore the relationship in the long run context. Consider the co-integrating 

regression as ttt UEINF eba ++= where Ŭ is constant and is slope 

coefficient, INFt is CPI inflation rate in the year t, UE
t
is the unemployment rate 

in the year t and is the error term. The Newey and West HAC method is 

employed to estimate the coefficient of covariance, using a non-pre whitened 

Bartlett Kernel with Newey-West band with the value of bandwidth specified as 

4. The estimated co-integrating equation is 1tt UE434.098.14INF --= . The 

slope coefficient ótô statistic is -6.71 with p-value 0.000.  

 

The ADF test and PP test are performed for residual series estimated from a 

co-integrating regression of the form given above.  As the ADF (-4.425) and PP 

(-4.317) statistics(absolute) for co-integrating residuals are greater than the 

relevant critical values at 5% levels, null hypothesis of unit root is rejected at 

b
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5% level. It indicates that unemployment and inflation series are co-integrated 

and have a long run equilibrium path. The long run equilibrium path indicates 

that there is a long run trade off relationship between inflation rate and 

unemployment rate.  

 

The estimated wage inflation equation is 1tt UE034.06.10Infwage --= . Wage 

inflation estimate indicates the negative relationship between inflation and 

unemployment. It is statistically not significant. This may be due to the wage 

index not covering all the sectors. Board wage indices were used to calculate 

wage inflation.  The Engle ïGranger co-integration analysis showed that the 

estimate of the coefficient of UE is negative and statistically significantly 

different from zero. The ADF test for the residual of the estimated equation 

confirms that wage rate and unemployment are co-integrated. Wage inflation 

and CPI inflation analysis both showed that there is a trade-off between these 

variables in the long run in Sri Lanka. The slope coefficientrepresents the 

degree of responsiveness of wages or prices to labour market disequilibrium. 

We analyzed wage inflation and CPI inflation with unemployment separately. 

Both results showed trade off relationships in the long run.  

 

The error correction model (CCPI INF) results show the model is adequate as F 

test statistics is 10.13 with p-value 0.0007. The adjustment coefficient (-0.623) 

of error correction term is statistically significant at the 5 % level and has 

expected sign (negative). It suggests that 62 percent of the deviations from the 

equilibrium are corrected each year. Inflation will tend to move downwards in 

the direction of equilibrium.  

 

The coefficient of error correction term is less than 1, which indicates the 

stability of the system. The short run impact of unemployment on CCP inflation 

is -0.35 with p value 0.000. The statistical significance of adjustment coefficient 

indicates that unemployment Granger causes inflation in the long run. The short 

run impact of unemployment on CCP inflation is -0.35 which is statistically 

significant (p value 0.000.)  

 

The results of Granger causality test suggest that unemployment is a useful 

predictor of inflation. The estimated Granger causality F statistic (4.25) is 

b
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statistically significant at 5 percent level.This study uses impulse response 

function as an additional check of the co-integration testôs findings. If the initial 

response of inflation rate to a unit shock in unemployment is negative and dies 

out over the time then the response of inflation to the shock has effectively been 

dissipated. 

 

Cumulative sum (CUSUM) and the cumulative sum of squares (CUSUMSQ) 

tests using recursive residuals are performed to examine the stability of the long 

run parameters. As the plots of the statistics for both tests lie within the critical 

bounds set for the 5 percent level, the hypothesis, the regression equation is 

correctly specified is not rejected. It proves parameter stability. Residual 

diagnostics concerning autocorrelation, heteroscedasticity and normality 

indicate that the results are robust.   

 

 

Conclusion 

 

This study found that there was a negative and long run stable relationship 

between inflation and unemployment during the sample period. The visual 

investigation, co-integration regression analysis proved that there is a 

significant trade-off in the long run during the overall sample period. Results 

indicate that there is a statistical evidence to support for long term trade-off 

between unemployment rate and inflation rate in Sri Lanka.  Anatole Kaletsky, 

Chairman ofThe Institute for New Economic Thinking, New York, says that 

vertical Phillips curve does not exist in the long run in UK and there is an 

elastic Phillips curve (horizontal).The results of this study is consistent with his 

argument. 

 

 

References 

 

Friedman, M.(1968)The role of monetary policy. American Economic 

Review.58(1): p 1-17. 

 

Granger, C.E. W.J and Yongil Jeon, (2009) The Evolution of the Phillips curve: 

A Modern Time Series Viewpoint, Economica, 78, 309, p 51-

66.   



20 

 

 

Karanassou, M and D. J. Snower (2002) An Anatomy of the Phillips Curve, 

Department of Economics, Queen Mary College, University of 

London, WP No: 478. 

 

Mankiw, N.G, (2000) The Inexorable and Mysterious Trade-off between 

Inflation and Unemployment, Discussion Paper No: 1905, 

Harvard Institute of Economic Research, USA. 

 

Phillips, A.W (1958) The Relation between Unemployment and the Rate of 

Change of Money Wage in the United Kingdom 1861-

1957.Economica 25 (November) p. 283-99. 

  



21 

 

Effectiveness of the Interest Rate Channel for Controlling Price 

Levelin the Sri Lankan Context 

 
S. N. K. Mallikahewa 

 

Department of Economics, University of Colombo, Sri Lanka. 

 

 

Keywords: Interest Rate Channel, Price Level, Co-integration Test, Vector 

ErrorCorrection Test, Unit Root Test 

 

 

Introduction   

 

The aim of this study is to examine the effectiveness of interest rate channel as 

a main monetary transmission channel to control the price levels in Sri Lanka. 

The conduct of monetary policy serves as common ground for discussion of the 

specific policies called for in particular situations. The central elements of this 

consent are that the instrument of monetary policy ought to be the short term 

interest rate, that policy should be focused on the control of inflation, and that 

inflation can be reduced by increasing short term interest rates. 

 

In the monetary policy literature, there is a view that monetary transmission 

mechanisms operate more effectively in the periods when price stability is 

achieved (Gali, 2008). Most economists agree that in the long run, output 

(GDP) is fixed and any changes in the money supply only cause prices to 

change. But in the short run, changes in the money supply can affect the actual 

production of goods and services because prices and wages usually do not 

adjust immediately. This is why monetary policy is a meaningful policy tool for 

achieving both inflation and growth objectives. A central bank should be able to 

adjust its policy interest rate carefully to achieve its inflation target to a level 

which is steady with growth objectives of the economy. The relationship 

between the monetary policy decisions and changes in the level of output and 

price level of the economy is explained by the monetary policy transmission 

mechanism. According to Mishkin (1996) the monetary transmission 

mechanism with interest rate channels had been a standard feature in the 

literature for over sixty years going back to the period of Keynes and it is the 

primary mechanism at work in conventional macroeconomic models.  
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Thiessen (1998) describes that Monetary Transmission Mechanism takes place 

in four stages. First, Central Bank actions affect short term interest rates via the 

banking sector liquidity. In the second step these short term interest rates affect 

other interest rates and exchange rates. In the third step interest rates and 

exchange rates affect aggregate economic activities such as consumption, 

investment and national income. At the last the aggregate demand and supply 

affect inflation. Dakila and Paraso (2004) also describe these stages of 

transmission mechanism as the interest rate channel.  

 

There is a doubt whether Sri Lanka could perform monetary policy targets 

through the interest rate operations. If the interest rate channel of monetary 

policy is effective in Sri Lanka, interest rate could be able to control inflation 

and to maintain economic growth.  

 

 

Objectives 

  

To test whether empirical evidence on the effectiveness of interest rate 

transmission channel to control price level in the Sri Lankan context accords 

with the existing theoretical explanations.  The other objectives are to to test the 

effects of money supply, income and exchange rate on the price level (To test 

the credit channel and exchange rate channel)  

 

 

Methodology 

 

The variables include in the inflation model used to estimate are Consumer 

Price Index (CPI) as price indicator, Nominal broad money supply (M2) as 

money supply indicator, Real GDP (RGDP) as income indicator, Fixed Deposit 

Rate (For one year) (FDR) as interest rate indicator, and nominal exchange rate 

(ER). Annual data of the period 1978 -2009 are used for the study and the 

sources of data are the Central bank Of Sri Lanka and International Financial 

Statistics (IFS) of International Monetary Fund.  

 

Generally macroeconomic time series data has the feature of non-stationary and 

co-integration methodology should be employed to examine the long run 
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relationship among the variables. A good time series modeling should describe 

both short-run dynamics and the long-run equilibrium simultaneously. In this 

manner, the study employs an econometric technique of co-integration and error 

correction modeling (ECM) to estimate more sophisticated relationships.  

 

VAR method does not capture non-linear elements that exist with certainty in 

level variables because a VAR is a linear model. For this testing purpose, the 

original data of all series: CPI, RGDP, FDR, ER and M2 were transformed to 

log.  

 

The Expected long run model  

According to the above theoretical and empirical discussion presented in the 

literature survey, the long run investment function for Sri Lanka can be 

specified in the following manner;  

 

LCPI  = 0b  + 14321 22 -++-- tLERLFDRLRGDPLM mbbbb  

 

0b- Constant of inflation function  

1bï Money elasticity of inflation (Expected to be positive)  

2bï Income elasticity of inflation (Expected to be negative) (As the output)  

3b- Interest rate elasticity of inflation (Expected to be negative)  

4b- Exchange Rate elasticity of inflation (Expected to be positive)  

12 -tm ï Deviation of inflation from the long run equilibrium in the previous 

year.  

 

 

Results 
 

Stationarity of each series was tested using the Augmented Dicky Fuller (ADF) 

unit root test including a constant, and ADF unit root test indicate that these 

variables are integrated of order 1, [I(1)].  

 

Co-integration test for inflation model   
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Johansson co-integration methodology would be conducted to test whether 

there are any long run relationships among the set of non-stationary variables.  

This test confirmed that the variables are co-integrated and there is one co-

integrating equation at the 0.05 significant levels.  

 

Table 02: Results of Johansson Co-integration Test 

 

Hyphothesize

d No of CE(s)  

Eigen 

value  

Likelihood  

Ratio  

5 Percent  

Critical value  

1 Percent  

Critical value  

None **  0.790917  90.39025  68.52  76.07  

At most 1  0.534743  43.43960  47.21  54.46  

At most 2  0.379326  20.48462  29.68  35.65  

At most 3  0.166456  6.176133  15.41  20.04  

At most 4  0.023521  0.714070  3.76  6.65  

* denotes rejection of the hypothesis at the 0.05 level 

Estimated Long Run Inflation Model  

The long run equilibrium equation of inflation, estimated by the co-integration 

methodology is given below. 

LCPI = -1.51 +0.59LM2 ï 0.28 LRGDP + 0.13LFDR + 0.45 LER + ɛ2t-1 

(-13.1238) (2.66855) (-5.21984)(-7.12245) 

This estimated coefficient of interest rate is significant but inconsistent. Other 

three coefficients estimated in the long run inflation model are statistically 

significant and consistent.  

 

Short run dynamics of inflation 

The results of vector error correction model for inflation, which was done to 

analyze the short run dynamics of the system, prove that inflation would not be 

adjusted in the short run. Inflation has a long run relationship with other related 

variables but not short run dynamics in the system.  

 

 

Conclusion  

 

According to the data, higher interest rate leads higher price level. Higher 

interest rates lead people to save money in the fixed deposits in the Sri Lankan 

experience. With higher interest rates and higher savings would leads to raise 
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money creation activities of the commercial banks due to higher liquidity of the 

banks. In the meanwhile higher investment and consumption lead higher price 

level. This result indicates that the credit channel of the transmission 

mechanism of monetary policy is more effective than the interest rate channel to 

achieve price stability as well as the growth stability, in relation to Sri Lanka.  

 

A positive innovation of income or output leads lower price level in the long 

run. A higher exchange rate leads to raise domestic prices in one hand due to 

importation of goods and other hand higher aggregate demand with higher 

export earnings. If Central bank can control exchange rate through the monetary 

aggregates as a monetary policy tool, the exchange rate transmission channel of 

monetary policy also would be more effective than the interest rate channel in 

Sri Lanka.  

 

Price level has a long run relationship with other related variables in the system 

but not short run dynamics.  
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Introduction  

 

The exchange rate has been one of the most deliberated issues together with 

theory and practice. In times of global economic integration, countries are 

progressively influenced by movements in their exchange rates according to the 

currencies of their trading partners. One of the main characteristics of the global 

currency system is that the dynamics of the exchange rates which is often 

pervasive. There are two noticeable indicators to measure these fluctuations: the 

nominal effective exchange rate (NEER) and the real effective exchange rate 

(REER). In order to obtain a useful aggregate measure of exchange rate 

fluctuations, an effective exchange rate combines various bilateral rates into a 

single indicator. While empirical evidence finds only a weak relationship 

between the Nominal Exchange Rate and the Balance of Trade in Sri Lanka, in 

this paper, we propose an explanation of this phenomenon in the Real Effective 

Exchange Rate consignment. The real effective exchange rate is one of the most 

important indicators of an economyôs international competitiveness and it is an 

indicator of general movements of a countryôs exchange rate against all other 

currencies.  Particularly a trend appreciation of the real effective exchange rate 

is considered unfavorable for the growth of export and import competing 

industries. This paper describes in detail the impact of real effective exchange 

rate alignment on trade balance in Sri Lanka by using its 10 major trading 

partners. We have formalized the trading partners by calculating the trade share 

of 10 countries. In particular the top 10 trading partners are: USA, India, UK, 
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Singapore, Japan, Germany, Hong Kong, Iran, China and Saudi Arabia. In 

addition, therefore, the nominal effective exchange rate (NEER) and real 

effective exchange rates (REER) indices are constructed.  

 

The academic consensus, based on the seminal work of De Silva (1998) has 

found that the exchange rate policy after 1977 has improved the trade balance 

but has failed to stimulate real output at least in the short run. It has also been 

confirmed by D.S.Wijesinghe (1988) who surveyed that depreciation has been 

instrumental in making a favorable impact on the trade balance during the study 

period except for the years 1971, 1979 and 1985. In substance to W.T.K.Perera 

(2009 has investigated that there was no specific pattern for the trade balance 

between Sri Lanka and its trading partners in response to the change in real 

exchange rate, and none of the cases supported the J-curve.  

 

Empirically, it has been found that trade in goods tends to be inelastic in the 

short term, as it takes time to change consuming patterns and trade contracts 

(Bahmani-Oskoee & Ratha,2004 ). Thus, the MarshallïLerner condition is not 

met, and devaluation is likely to worsen the trade balance initially. In the long 

term, consumers will adjust to the new prices, and trade balance will improve. 

This effect is called the J-curve effect. It is widely believed that the short run 

effect of exchange rate depreciation on trade balance is different from the long 

run. In the short run, first, the trade balance deteriorates before resulting in an 

improvement, suggesting a J-curve pattern. In this context the findings are 

directly come up with the Nominal and Real Exchange rates but not with the 

effective exchange rates. Though models with the exchange rate are common in 

the literature, they have not been used to analyze the REER. This study attempts 

to experience all these relationships with the Nominal and Real Effective 

Exchange Rate and accordingly to fill the time gap. 

 

 

Objectives 

 

The main objective of this paper is to provide a comprehensive account of the 

methodological framework to calculate its set of effective exchange rates and to 

measure its impact on the balance of trade in Sri Lanka. Accordingly, it is 

strived to: 
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i. Analyze the time series properties of the variables used in this study, 

ii. Understand the behavior of the variables in Sri Lanka,  

iii.  Analyze the short run and long run effect of effective exchange rate 

changes on the trade balance,  

iv. Investigate the existence of Marshal Learner condition, the J curve ideal 

and  

v. To suggest some policy implications.  

 

 

Methodology 

 

This section describes the methodology behind the effective exchange rates and 

its impact on Balance of Trade. Taking economic theory and data constraints 

into account, it presents the options available for constructing the nominal and 

real effective exchange rates of the Sri Lankan Rupee. In particular, the study 

period of this study is 1977-2012. 35 annual observations are employed. Data 

come from the Central Bank (CBSL) Annual Reports, IMF Publications and 

Econstat data of the World Bank. All the data are in US Dollar Billions.The 

basic variables in this study are exports and imports. These are used to derive 

all the other concepts related to the study. As the first trade share has been 

calculated. The following formula is used. 

 
MX

MX
TS ii

i
+

+
=  éééééééééééééééé. (2.1.) 

where TS: Trade Share, i: partner countries (i=1, 2é.10) 

The total exports and imports to the each country are divided by the domestic 

total exports and imports. Using the equation (2.1) trade share for each 10 

trading partners are calculated.   

Real exchange rates are thus calculated as a nominal exchange rate adjusted for 

the different rates of inflation. 

   ù
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ERRER éééééééééééééé(2.2) 

 Where, CPI SL is the domestic CPI, CPI i is the foreign CPI and ER is the 

nominal exchange rate 

The NEER is the weighted average of major bilateral nominal exchange rates. 

The weights are usually based on the trade shares, reflecting the relative 

importance of each of the major currencies, Consumer Price Index (CPI). 
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NEER Index is usually computed to reflect the changes in the foreign currency 

value of the domestic currency against a basket of currencies, which are 

important to the economy. 

    Ô=
=

10

1i

w

ii
iERNEER éééééééééééé (2.3) 

where ERi is the nominal exchange rate of major trading partner i
th
country and 

w is the trade share of each country.  

The average increase in prices (inflation) is measured using a price index 

(CCPI). The REER is the real effective exchange rate, taking into account 

variations of exchange rates and inflation differentials of major trading partner 

countries.  

As the inflation rate in each country is assumed to broadly indicate the trends in 

domestic costs of production, the REER is expected to reflect foreign 

competitiveness of domestic products, given the rise in domestic prices. 

Ô=
=

10

1i

w

ii
iRERREER éé...éééééééééééé(2.4) 

where RERi is the real exchange index, REERi is the real effective exchange 

rate index, Wi =weights  

In the calculation of these variables, Colombo Consumer Price Index, 

Consumer Price Indices of major 10 trading partners, Exchange rates of those 

trading partners, GDP of those partners are used. This paper also notes the 

impact of REER changes on BOP by a tested hypothesis; 

 

H0: Effective Exchange Rate Changes do not affect the Trade balance. 

H1: Effective Exchange Rate depreciation improves the trade balance. 

 

To understand the behavior of the variables graphical methods and summary 

statistics are used. The Unit Root Test is employed to investigate the time series 

properties of the variables. To test for stationary of a series we have used 

Augmented Dickey Fuller (ADF) test and Phillip Perron (PP) test. The Engle-

Granger co-integration test is employed to investigate the long run relationship. 

To study the short run dynamics of Trade balance, the Error Correction Model 

is employed. The Granger-causality test is used to examine the direction of 

causal relationship between these variables. Impulse Response Function is used 

to measure the trade balance behavior due to the external shocks. This test is 

used to identify the trade balance behavior due to the external shocks to real 
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effective exchange rate. A countryô trade balance behavior is built into a 

reduced form function which was developed and exercised by Rose and Yellen 

(1989) and Rose(1991), Bahmani-Oskooee(1991). The reduced form equation 

for the trade balance is specified as follows: )REER,FRI,RDI(fTB= as a 

function of the real effective exchange rate and the domestic and foreign real 

income. All variables are transformed to natural logarithm. A log-linear 

specification of the statistical model can be stated as follows: 

 

tRFIRDIREERTB e+b+b+b+b= lnlnlnln 3210 éééé ..(2.5) 

 

where lnTB=ln(X/M), implies logarithm of exports to imports, X=exports and 

M=imports.  lnRER, InRDI, and InRFI are the logarithms of real effective 

exchange rates, real domestic income and real foreign income respectively. 

 

 

Results 

 

After controlling for other structural and policy variables, the results lend 

support to the hypothesis that the real effective exchange rate was a key 

fundamental behind the post-1970seconomy in Sri Lanka. The impact of 

exchange rate policy (depreciation) of Sri Lankan Rupee on the Trade Balance 

in the long run and short run has been examined by using the real effective 

exchange rate, employing data for Sri Lanka and its 10 major trading partners. 

The confidence ellipse in Figure 1 indicate that the relationship between 

LREER and LTB are negatively related. This indicates that when REER is 

increasing (depreciating) TB balance in absolute terms is decreasing 

(improving). However, after some level, REER does not improve TB because 

price-and income-inelastic imports items (such as essential items like food, 

oil...) play an important role in our TB. 

 

When REER increases (depreciates) TB improves, decreasing the trade deficit. 

This indicates that REER is an appropriate tool to correct TB deficit problem.  
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Figure 1: Association between REER vs. TB 

 

The unit root test is first done in order to identify the order of the series. The 

test results are given in the table 1.  

                                Table 1: Unit Root Test 

 ADF statistics  

(p values)  

 

 Level First difference 

LnTB -1.329(0.604) -6.292(0.000) 

LnREER -0.663(0.842) -7.228(0.000) 

LnRDI -1.094(0.706) -5.641(0.0001) 

LnFI -2.199(0.210) -4.515(0.001) 

 

The results of unit root test (ADF) indicated that all variables are non-stationary 

at level and they are stationary at first differences. Based on these results, we 

employed co-integration analysis. The residual estimated from co-integration 

regression equation is tested for stationarity. According to ADF test results    

 (ADF stat=-5.208(p=0.0002)) the estimated residual is stationary. This 

indicates that LTB, LRDI and LRFI are co-integrated. Estimated equation is 

given below: 

(0.816)            (0.029)          (0.0039)             (0.0003)     pvalue

RFIln028.0RDIln141.0REERln297.0038.3TBln -++-=
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According to the results of this equation, real domestic income has significant 

impact on the trade balance. When national income is raises the resident 

demand increase. Sri Lanka is dependent on imports which is consists 

consumption goods and intermediate capital goods. REER variable is also 

highly significant. This implies that in the long run, the real depreciation has a 

significant positive impact on trade balance. This indicates that depreciation in 

REER improves trade balance in the long run. Real foreign income is not 

statistically significant in influencing trade balance in Sri Lanka. The reasons 

may be due that our exports are income inelastic items.  The results of Error 

correction model are given below. This model explains two parts of dynamics, 

the impact effect and the error correction process.  

(0.000)                 (0.467)                 (0.698)                 (0.354)      (0.649)     

)1879.0ln097.0ln155.0.0ln073.0009.0ln

pvalue

resdRFIdRDIdREERdTBd ---++-=

 

Short run dynamics suggests that REER, RDI and RFI are not significant 

influencing trade balance in the short run. The impact of these variables takes 

several lags such as decision, delivery, replacement, and production following a 

real depreciation. The error correction term is highly significant and has the 

expected negative sign. This indicates the TB adjustment back to the long run 

equilibrium path. 88% of the disequilibrium (actual TB ïlong run equilibrium 

path of TB) is corrected each year. This significant adjustment coefficient 

indicates that REER has long run causal impact on TB. Granger causality test 

results indicate that REER helps to predict the future values of TBD (Wald F 

statistic=4.292, p value=0.024). CUSUM test (cumulative sum of the recursive 

residuals) was employed to evaluate the stability of the parameters in the model. 

CUSUM plot and CUSUM of squares plot indicates that at 5 % significance 

level the parameters in the model used in our study are statistically stable where 

recursive residuals are within the two standard error bounds.   

 

According to the residual diagnostic tests the short run model appeared to be 

well behaved with a white noise error term (Jarque-Bera statistic=1.07, (0.582). 

The Ho: normality assumption was not rejected which means the residual is 

normal. Further, Breusch-Pagan-Godfrey test revealed that there is no 

heteroscedasticity (F=0.78, (0.546), n*R2 -3.32(0.506)).According to test 

statistic, the null hypothesis is rejected implying there is no heteroscedasticity. 

According to the Breusch-Godfrey serial correlation test, there is no serial 
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correlation problem. (LM statistics F=0.522(0.598), X
2
=1.15, (0.562)). These 

residual diagnostic test results prove the results of this study are robust.   

The Engle-Granger test attested that the real effective exchange rate and 

nominal effective exchange rate do not influence the trade balance in the long 

run. The Error Correction Mechanism perceived the absence of a short run 

relationship between REER and NEER and the trade balance. The Granger 

Causality test confirms that the exchange rate does not have an effect on the 

Trade Balance, implying that the Marshal- Learner Condition does not hold in 

Sri Lanka. No evidence is found for the existence of a J curve ideal and it is not 

applicable to any of the exchange rates. Finally it can be asserted that the Real 

Effective Exchange Rate or the Nominal Effective Exchange Rate cannot 

generate a significant impact on the trade balance in Sri Lanka. 

 

 

Conclusion and Policy Recommendations 

 

This paper provides a detailed update of the methodology for calculating Rupee 

Effective Exchange Rates. In particular, it explains modifications in the 

methodology that have been introduced over the last decade regarding the 

impact of exchange rate changes on Balance of Trade in Sri Lanka. 

Consequently, the paper presents possible avenues for further enhancing the 

impact of Real Effective Exchange Rate on Balance of Trade in Sri Lanka. 

Accordingly, the exchange rate policy is effective in Sri Lanka only in the long 

run. In order to improve the trade balance in the short run, Sri Lanka has to 

follow some other methods such as import control policy, quota systems 

etc.Tax policies can be adoptedin order to reduce imports andto increase the 

government revenue. Since the imports are facing an inelastic demand curve, 

imposing taxes on these items will generate a higher income to the government.  
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÷ ,xldj 
 

uQ, mo(  fldgia ñ," úfoaY úksuh wkqmd;slh" jdIamYS,S;dj (Volatility)" 

 GARCHl%ufõoh 
 
 
ye¢kaùu 
 
fldgia ñ, yd úfoaY úksuh wkqmd;slh w;r in|;djla mj;S o hkak fuu 
wOHhkfhka mÍËd lrk ,oS' 1970 oS ì%Ükajqâ l%uh ì| jeàfuka miqj 
f.da,Sh jYfhkq;a" 1997 kef.kysr wdishdkq w¾nqofhka miq wdishdfõ o fuu 
.eg¨j i|yd by< wjOdkhla fhduq úh' wdishdkq w¾nqoh w;r;=r n,m Eug 
,la jQ rgj, uqo,a yd fldgia fj<|fmd< wjq,a iy.; njla olakg ,eìK 

(Abdalla & Victor 1997)' 

 
fldgia ñ, yd úksuh wkqmd;sl w;r in|;djla mj;S kï" fldgia  
fj<|fmd< w¾nqo úksuh wkqmd;slh Ndú;fhka je<elaúh yelsh' úksuh 

wkqmd;sl ixp,k fldgia ñ, ixp,k i`oyd fya;= fõ kï" foaYSh wd¾Ól yd 
uq,H m%;sm;a;s fldgia  fj<|fmd< ia:dhSlrKhg b,lal lr .; yelsh' 
fldgia ñ," úksuh wkqmd;slhg n,mdhs kï" úfoaY úksuh m%;sm;a;s 
iïmdokfha oS m%;sm;a;s iïmdolhkag fldgia fj<|fmd< yeisÍu Wmfhda.S lr 
.ekSug yels ùu;a ksid fuu wOHhkh jeo.;a jkq we;'  
 
fldgia ñ, yd úksuh wkqmd;sl w;r in|;djla ;sfío hk .eg¨j i|yd 
kHdhd;aul yd wdkqNúl m¾fhaIK ;=<ska ms<s;=re fiùfï oS lrk ,o 
kHdhd;aul yd wdkqNúl m¾fhaIK fndfyda m%udKhla ixj¾Okh fjñka 
mj;sk rgj,g jvd ixj¾ê; rgj,g wod,j isÿ lr we;s kuq;a m%;sM, ms<sn| 

fuf;la talu;slNdjhlg meñK ke;' l<U wdfhdack iu;=,s; m%fõYhg 
wkqj" fldgia ñ, by< hEu foaYS h wdfhdaclhkaf.a Okh j¾Okh lrhs' bka 
uqo,a b,a¨u jeä lrk ksid wjidkfha oS by<fmd,S wkqmd;hla ;SrKh fõ' 
túg úfoaY m%d.aOkh rg ;=<g .,d tAï ;=<ska foaYSh uqo,a w;sm%udKh fõ 

(Muhammad and Abdul 2002). 

 

http://www.tandfonline.com/action/doSearch?action=runSearch&type=advanced&result=true&prevSearch=%2Bauthorsfield%3A%28Abdalla%2C+Issam+S.A.%29
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iïm%odhsl m%fõYh wkqj úksuh wkqmd;sl ixp,k" fldgia fj<|fm d< 
WÉpdjpk we;s lsÍug fya;= fõ' úksuh wkqmd;sl wjm%udKh" wkd.; 
WoaOuk wfmaËd we;s lrk w;r wdfhdaclhka WoaOukh RKd;aulj olS' 
tuksid wdfhdaclhka uqo,a yd fldgiaj, wdfhdackh m%;slafIam lrk w;r 
fldgia u; jQ wdfhdack úl=Kk neúka fldgia ñ, my; jefÜ' tfukau uqo,a  
wjm%udKh wdkhk m%uqL l¾udka;j, fldgia ñ, my; hdug o yd wmkhk 

m%uqL l¾udka;j, fldgia ñ, by< hdug o fya;= fõ (Aydemir and Erdal 

2008). 

 
 
wruqKq 
 
fuu wOHhkfha wruqKq f,i fldgia ñ, yd úksuh wkqmd;slh w;r 
iïnkaO;dj ksudkh lsÍu" fya;=M, in|;djla mj;S kï tu in`o ;dfõ 
osYdk;sh y÷kd .ekSu iy in|;djla fkdue;s kï Bg fya;= meyeos,s lsÍu 
oelaúh yelsh' 

 
 
l%ufõoh 
 
fuu wOHhkh iuia; fldgia ñ, o¾Ylfha  (ASPI), yd we't'c' fvd,ĩ ( ÷ 

,xld remsh,a úksuh wkqmd;slfha 1985 ckjdß isg 2011 foieïn¾ olajd 

ffoksl  o;a; u; mokï fõ ' 
úia;rd;aul ixLHdkh u`.ska fukau ld,fY%aKs wd¾Ólñ;sl l%ufõohka o;a; 

úYaf,aIKfha oS Ndú;d flf ¾' o;a;j, ia:dhS;dj KPSS- (Kwiatkowskiï

PhillipsïSchmidtïShin)mÍËdj u`.skao" GARCH- (Generalized Autoregressive 

Conditional Heteroscedasticity) l%ufõoh u`.ska o;a;j, jdIamYS,S;djo"Eviews 

uDÿldx.h Ndú;fhka ksudkh lr we; ' 

 

úksuh wkqmd;slh iajdh;a; úp,Hh jQ úg GARCH jdIamYS,S;d iólrKh   

ů
2
t = Ŭ+ ɓ 

2
t - 1 + ɔů

2
t ï 1 + ŭ exratet  fõ' 

 

fuy s̀
2
tu`.ska fuu ld, mßÉfPaofha fldgia ñf,ys úp,;dj o" uh`.ska  o;a; 

j, os.= ld,Sk idudkH úp,;dj o" 2
t ς 1 u`.ska fmr ld, mßÉfPaofha fodaI 

mofha j¾.h o" ˋ2
t ς 1 u`.ska fmr ld, mßÉfPaofha fldgia ñf,ys úp,;dj o"  

exratet u`.ska fuu ld, mßÉfPaofha oS úksuh wkqmd;slh o" oelafõ' 

iuia; fldgia ñ, o¾Ylh iajdh ;a; úp,Hh jQ úg GARCH jdIamYS,S;d 
iólrKh  
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ˋ2
t Ґ ʰҌ ʲ 

2
t - 1 Ҍ ʴˋ

2
t ς 1 + ̡  aspit fõ ' 

fuy s ̀
2
t u`.ska fuu ld, mßÉfPaofha úksuh wkqmd;slfha úp,;dj o" uh`.ska  

o;a; j, os.= ld,Sk idudkH úp,;dj o" 
2
t ς 1 u`.ska fmr ld, mßÉfPaofha 

fodaI mofha j¾.h o" ̀
2
t ς 1 u`.ska fmr ld, mßÉfPaofha úksuh wkqmd;slfha 

úp,;dj o" aspit u`.ska fuu ld, mßÉfPaofha oS fldgia ñ, o" oelafõ 
(Janhuba 2010)' 
 
 

wOHhk m%;sM, 
 
iuia; fldgia ñ, o¾Yl w.h 1985 isg 2009 olajd ld,h ;=<  90-3000 w.h 
mrdih ;=< mej;sK' 2009 ka miq iuia; fldgia ñ, o¾Yl w.h iS>% 
j¾Okhla fmkakqï l< w;r iïu; wm.ukh by< w.hla .ekSu ksid 
fldgia fj<`ofmd< by< jdIamYS,S;djlska hqla;j l%shd;aul iuia; úh' 
fldgia ñ, o¾Ylfha l=ál;dj yd jl%suh by< Ok w.hka .ekSu ksid mi q.sh 
ld, mßÉfPaofha oS fldgia fj<`ofmd< by< ld¾hCIu;djlska hqla;j 
l%shd;aul jQ nj ks.ukh l< yelsh' úksuh wkqmd;slh ksheos ld, mßÉfPaoh 
;=< 20 yd 120 mrdih ;=< oS ukao.ó j¾Okhla fmkakqï l< w;r úksuh 
wkqmd;slfha oeä jdIamYS,S;djla olakg fkd,efnk nj iïu; wm.u kh 
my< w.hla .ekSfuka ks.ukh l< yelsh' m%ia:drh 1 yd 2 u`.ska wOHhkh 
lrkq ,nk úp,Hhkays jdIamYS,S;dj fmkakqï flf¾'  

GARCH l%ufõoh wkqj iuia; fldgia ñ, o¾Ylh i`oyd  GARCH ix.=Klh 

1'000111la o úksuh wkqmd;slfha GARCH ix.=Klh 1'000019 la o jk neúka 

o;a; fY%aKsfha úIum%úp,;dj (Heteroscedasticity) mj;S' o;a; fY%aKsj, AC yd 

Q-stat w.hka mÍCId lsÍfuka úp,Hhkays fY%aKsuh iajiyiïnkaO;dj mj;sk 

nj .uH jQfhka ARCH l%shdj,shla o;a;j, mj;sk nj ;yjqre úh'  

 
 
 
 

  

 



38 

 

m%ia:drh 1( m<uq idjia: wjia:djg mßj¾;kh lrk ,o  
fldgia ñ,  o¾Ylfha ffoksl o;a;  

 
uQ,dY%h( fld<U fldgia fj<`o fmd<  

 
m%ia:drh 2( m<uq idjia: wjia:djg mßj¾;kh lrk ,o  

úksuhwkqmd;slfha ffoksl o;a;  

 
uQ,dY%h( ÷ ,xld uy nexl=j 
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KPSS tall uQ, mÍCIdj wkqj fldgia ñ, m<uq idjia: wjia:dfõoS 10] 

fjfiishd uÜgfïoS o úksuh wkqmd;slh m<uq idjia: wjia:dfõoS 1] 
fjfiishd uÜgfïoS o ia:dhS fõ'  m<uq idjia: wjia:djg mßj¾;kh lrk ,o 

o;a; u`.ska ksudkh lrk ,o GARCH m%;sM, wkqj ¬̡ɹ  w.h 1 g wdikak ùu 

ksid ARCH yd GARCH m%;sM, mj;S' ta wkqj fldgia ñf,ys úp,;dj i`oyd 

fmr ld, mßÉfPaofha fodaI mofha j¾.h 0.493052 lskao" fmr ld, 

mßÉfPaofha fldgia ñf,ys úp,;dj 0.400025 lskao fuu ld, mßÉfPaofha 

úksuh wkqmd;slh 0.000398 lskao n,mEï lrhs'  

 

GARCH jdIamYS,S;d iólrKh i`oyd úksuh wkqmd;slh iajdh;a; úp,Hh jQ 

úg fldgia ñ, u; úksuh wkqmd;slfha n,mEu ;lafiare lsÍfï oS j.=j 1 
wkqj wOHhk m%;sM, fldgia fj<`ofmd< jdIamYS,S;dj$ WÉpdjpk i`oyd 
úksuh wkqmd;slfha n,mEu ;rula fya;=ldrl jk nj fmkajhs'  úksuh 

wkqmd;sl ix.=Klh 0'000398 la f,i Ok w.hla  .ekSu ;=<ska uqo,a 
wjm%udKhla fldgia ñ, by< kexùug iq¿ jYfhka fya;= fõ'  fuh wmkhk 
m%uqL l¾udka;j, fldgia ñ, ;SrK ùu iu`. ix.; fõ'  
  

   j.=j 1( GARCH l%ufõofha m%;sM, 

 
fldgia ñ, u; úksuh 

wkqmd;slfha n,mEu 
úksuh wkqmd;slh u; 
fldgia ñ,  n,mEu  

 
 ̡  
ʴ  
 ɻ

 

0.493052 
0.400025 
0.000398 

0.164000 
0.596571 
0.000138 

Z- ixLHd;sh 12.89713 53.20617 
iïNdú;dj  0.000000 0.000000 
DW ixLHd;sh 1.380620 2.296536 

   uQ,dY%h( l;=jrhdf.a ksudkhka 

 

GARCH jdIamYS,S;d iólrKh i`oyd fldgia ñ, iajdh;a; úp,Hh fia f.k  

úksuh wkqmd;slh i`oydfldgia ñ, we;s lrkq ,nk n,mEu ;lafiare lsÍfï 
oS j.=j 1 wOHhk m%;sM, wkqj úksuh wkqmd;slfha úp,;dj i`oyd fmr ld, 
mßÉfPaofha fodaI mofha j¾.h 0'164 lska o" fmr ld, mßÉfPaofha úksuh 

wkqmd;slfha úp,;dj 0'596571 lskao"fldgia ñ, ix.=Klh 0.000138 lska o 

n,mEï lrhs'  fldgia ñ, ix.=Klh Ok w.hla .ekSu ksid fldgia ñ, by< 
hdu úksuh wkqmd;sl Ëh ùug o fldgia ñ, my< hdu úksuh wkqmd;slh 
w;sm%udKhlg  o  fya;= úh hq;=h' kuq;a fuu .uH;dj o b;d ÿn, n,mEula 
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jk w;ru kHdhka iu`. o wix.;  fõ'  l<U wdfhdack kHdh wkqj fldgia 
ñ, by< hdu úksuh wkqmd;slw;sm%udKhg fya;= fõ'  uE; ld,Skj fldgia 
fj<`ofmd< W;amd;hla mej;sh oS úksuh wkqmd;slh Ëh ùula ksÍCIKh l< 
yels jqj;a fldgia ñ, by< hdu ksid úksuh wkqmd;sl  Ëhjk njg ks.ukh 
l< fkdyelsh'  úksuh wkqmd;sl fjk;a idOl u; r`od mj; S' fldgia ñ, 
by< hdfuka m%d.aOk .,d taï mej;sh o fndfyda ÿrg f.jqï fYaIh wkqj 
úksuh wkqmd;sl ;SrKh  fõ'  
 
 
ks.uk yd m%;sm;a;s we`.ùï 
 
fldgia ñ, yd úksuh wkqmd;slh w;r wfkHdakH in`o;dj ms<sn`o lrk ,o 
wOHhkh úYaf,aIKh lsÍfï oS i<ld n,kq ,enQ úp,Hhka w;r Yla;su ;a 
in`o;djla ÷ ,xldf» mj;sk nj ks.ukh l< fkdyelsh' kuq;a fldgia ñ, 
;SrKh ùug úksuh wkqmd;slh iq¿ fyda n,mEula lrk neúka wmkhk m%uqL 
l¾udka;j, fldgiays wdfhdaclhka ;d¾lslj ish wdfhdack ;SrK .ekSfï oS 
mj;sk úksuh wkqmd;slfha yeisÍu ms<sn`o ie,ls<su;a ùu jeo.;a jkq we;'  
÷ ,xldf» fldgia ¶, yd ¼ksuh wkqmd;slh ;SrKh ½ug n,mdkq ,nk 
idOl fudkjd o hkak ms<sn`o wOHhkh lsÍu fldgia fj<`ofmd< m%j¾Okhg 
yd úksuh wkqmd;sl ia:dhSlrKhg jeo.;a fõ'  
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Introduction  

 

The accessibility, safety and provision of drinking water are some of the most 

focused upon concerns the world over. The provision of clean drinking water 

has long remained part of State-based utility provision in most countries in the 

form of ñtap waterò or through natural water reserves such as wells, rivers and 

lakes. Nevertheless, the rise of the bottled water industry has shifted this 

situation drastically in many countries. 

 

By standard definition, bottled water is drinking water packaged in bottles for 

individual consumption and retail sale; this water can be spring water, purified 

water drawn from natural wells or in some regions glacial water. The global 

bottled water market grew by 5.2% in 2011 to reach a value of $135,064.4 

million, while market volumes grew by 5.3% to reach 205,902.8 million liters. 

Within the Asia-Pacific region the value of the bottled water market grew by 

10% in 2011 to reach $25,075.3 million, while the market grew by 8.9% to 

43,156.2 million liters (Marketline, 2013). 

 

The growth of the global bottled water industry is reflective of the Sri Lankan 

situation, where according to unofficial sources there are over 100 brands of 
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bottled drinking water, marketed by various manufacturers available in the open 

market throughout the island. Quality control and assurance systems in the food 

sector are one form of market institution intended to produce safe food and 

reduce food-borne illnesses. As such the quality and safety of bottled water 

needs to be assessed like any other food category. In terms of the regulatory 

environment, under the Food Act No. 26 of 1980 per Gazette No. 1420/4 of 

21st November 2005, i.e. from around mid-May, 2006, ñno person is allowed 

to: a) bottle or package natural mineral water or drinking water; or b) import 

and distribute bottled or packaged natural mineral water or drinking water,ò 

without obtaining a certificate of registration from the Chief Food Authority of 

the Ministry of Health.  

 

This process of registration of ñbottled drinking waterò with the Health Ministry 

is a mandatory requirement for the sale of imported as well as locally 

manufactured bottled water in the local market. The issue of the product 

certification mark which is known as the ñSLS Markò by the Sri Lanka 

Standard Institution (SLSI) is a voluntary process, independent of the above 

registration procedure. This voluntary scheme for obtaining the ñSLS Markò is 

conducted by the SLSI, based on the primary requirement that the particular 

product complies with the relevant Sri Lanka standard specifications for the 

product; SLS 894:2003 - specification for bottled (packaged) drinking water 

and SLS 1038:2003 - specification for natural mineral water (Wijesekara, 

2007).  

 

 

Objective 

 

As an industry, the question arises whether bottled water manufacturers would 

voluntarily move on to adopt enhanced food safety meta systems such as 

Hazard Analysis Critical Control Point (HACCP) and ISO 22000 as the next 

step or whether regulation needs to come into play to improve the standards of 

food safety. This gives rise to the economic research issue of exploring firm 

responsiveness to demand for such advanced systems and thus investigate 

empirically firm level incentives and constraints for bottled drinking water 

manufacturers to adopt enhanced food safety controls. The objective of this 

study is to examine the relative importance of economic incentives, constraints 
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and firm characteristics in differentiating firms with a higher propensity to 

adopt HACCP from those with the least propensity to do so. 

 

 

Methodology 

 

Based on the level of HACCP adoption firms were divided into two categories, 

as óEmbracersô (EMB) or óDeferrersô (DEF). A comprehensive review of food 

economics literature was undertaken and nine individual incentives identified at 

firm level were selected for the study (Jayasinghe-Mudalige and Henson, 2006). 

Seven constraints that firms face when implementing HACCP were identified 

(Herath and Henson, 2010). Firm characteristics that differentiate HACCP 

adopters from non-adopters, and seven hypothetical negative perceptions made 

by managers in bottled water manufacturing firms with regard to HACCP were 

considered to see the relative importance of each aspect towards HACCP 

adoption. 

 

According to the list revised on 01
st
 February 2013 by the food control 

administration unit in Sri Lanka, 61 bottled drinking water manufacturing firms 

representing 77 brands with valid registrations were selected for the study. A 

structured questionnaire was developed utilizing the information gathered 

through a series of discussions held with quality assurance managers of the 

firms and inspection of manufacturing facilities. Both personal interviews with 

the QA managers and a postal survey were used to collect data during January 

to March 2013. A total of 30 usable questionnaires were returned, yielding a 

response rate of 49 per cent. The managers were asked to respond to each 

incentive and constraint according to a five-point Likert scale ranging from 

ñvery importantò (5) to ñvery unimportantò (1) and each of the statements under 

negative perceptions according to a five point Likert scale ranging from  ñvery 

true" (5) to ñnot at all true" (1). 

 

Discriminate Analysis (DA) involves deriving a variate. The discriminant 

variate is the linear combination of the two (or more) independent variables that 

will discriminate best between the objects in the groups defined a priori. There 

are several purposes of DA; one of the most common rationale for application 
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here is to investigate differences between groups on the basis of the attributes of 

the cases, indicating which attributes contribute most to group separation (Hair 

et al., 2006). 

 

 

Results 

 

Only 30 per cent firms were HACCP óEmbracersô and the other 70 per cent 

were HACCP óDeferrersô. 67 per cent of the respondents in the sample were 

small scale and the majority represented the domestic market only. 

 

In the DA for firm characteristics the Canonical Correlation of 0.67 indicates 

that 0.45 or 45% of variance in the dependent variable can be explained by the 

independent variables. The Wilkôs Lambda test was also significant with p-

value 0.000 showing that there was a statistical significance of the 

discriminatory power of the discriminant function. Univariate ANOVA 

indicated that rank mean of firm size has a significant difference between group 

means while vintage, water source, major markets, and sales strategy showed an 

insignificant difference. The DL for the firm size exceeded ±0.40 threshold. 

This indicated that firm size can be used to discriminate among EMB and DEF.  

 

In the DA for incentives the Canonical Correlation of 0.66 indicates that 0.43 or 

43% of variance in the dependent variable can be explained by the independent 

variables. The Wilkôs Lambda test was also significant with p-value 0.000 

showing that there is a statistical significance of the discriminatory power of the 

discriminant function. Univariate ANOVA indicated that rank mean of SLR 

showed a significant difference between group means. Since CST, HRE, TCH, 

REP, CPR, EGR, AGR and LBL showed an insignificant difference between 

two groups, they cannot be used to differentiate EMB from DEF for HACCP. 

Since DL for the SLR exceeded ±0.04 threshold it was the most important 

incentive that differentiated EMB from DEF. According to the discriminant 

coefficient for SLR there was a positive relationship between SLR and the level 

of HACCP adoption.  
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    Table 1: Summary of Interpretive Measures of DA 

 

Variables 

Wilks' 

Lambda 

Value 

Univariate F 

Ratio 

Discriminant Coefficients Discrimin

-ant 

Loadings 

(DL) 
F 

value 

Sig. Unstandardised Standardised 

Firm 

Characteristics 

      

Vintage 0.969 0.884 0.355 NI NI -0.270 

Firm size 0.786 7.636 0.010 2.237 0.968 0.792 

Water 

source 

0.971 0.845 0.366 NI NI 0.264 

Major 

markets 

0.952 1.400 0.247 NI NI 0.339 

Sales 

strategy 

0.976 0.687 0.414 NI NI 0.238 

Economic 

Incentives 

      

CST 0.938 1.843 0.185 NI NI 0.503 

REP 0.940 1.792 0.191 NI NI 0.496 

TCE 0.890 3.470 0.073 NI NI 0.691 

SLR 0.859 4.586 0.041 0.545 0.466 0.794 

HRE 0.897 3.211 0.084 NI NI 0.665 

CPR 0.955 1.312 0.262 NI NI 0.425 

EGR 0.958 1.222 0.278 NI NI -0.410 

AGR 0.958 1.222 0.278 NI NI -0.410 

LBL 0.971 0.847 0.365 NI NI 0.341 

Constraints       

To retain 

staff 

0.987 0.362 0.552 NI NI -0.100 

Negative 

attitudes 

0.788 7.553 0.010 -1.272 -1.420 -0.456 

Inflexibilitie

s with 

process 

0.998 0.062 0.805 NI NI -0.041 

To renovate 

plant 

0.942 1.721 0.200 NI NI -0.218 

Lack of 

information 

0.997 0.083 0.775 NI NI 0.048 

Lack of 

financial 

support 

0.804 6.830 0.014 -1.387 -0.909 -0.434 

Lack of 

space 

0.999 0.015 0.904 NI NI -0.020 

NI = Not included in estimated discriminant function 

 

In the DA for constraints the Canonical Correlation of 0.75 indicates that 0.56 

or 56% of variance in the dependent variable can be explained by the 

independent variables. The Wilkôs Lambda test was also significant with p-
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value 0.005 showing that there is statistical significance of the discriminatory 

power of the discriminant function. Univariate ANOVA indicated that rank 

mean for ñNegative attitudesò and ñLack of financial supportò have a 

significant difference between group means. Since the other five constraints 

showed an insignificant difference between two groups they cannot be used to 

differentiate EMB from DEF. 

 

Top two box reporting was used to see the relative importance of negative 

perceptions made by managers in bottled water manufacturing firms about 

HACCP. Statements namely: ñHigh cost of maintaining certificationò; ñFor us 

SLS standard is very much enoughò; ñCertification does not have an impact on 

profitabilityò; ñCertification having low value among customersò had high 

levels of top two box scores and HACCP óDeferrersô were the majority who 

have given highest top two box scores for all attitudinal statements. 

 

 

Conclusions and Policy Implications 

 

The outcome of analysis implies that large firms are more likely to adopt 

advanced food safety controls and that sales revenue was the major incentive 

for a firm to adopt HACCP. Major barriers faced by the firms include lack of 

finance and negative attitudes of the employees. Further, the low demand for 

food safety standards and lack of customer awareness about the HACCP played 

a significant role as the reason for the slow progress in the adoption of HACCP 

by the industry. 
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Introduction  

 

The Rice Milling Survey conducted in 2006 by the Hector Kobbekaduwa 

Agrarian Research and Training Institute of Sri Lanka has revealed that the 

majority of rice millers in the country do not utilize high tech machineries. It 

was estimated that only about 3.99%, 19.60% and 1.40% of the millers possess 

dryers, elevators and color separators respectively.  

 

 

Objectives 

 

The overall objective of this study is to evaluate the extent to which the 

utilization of high tech machinery affects the technical efficiency of the rice 

milling industry in Sri Lanka. The specific objectives are to estimate technical 

efficiency of different groups of rice millers and to evaluate the determinants of 

technical inefficiencies among millers. 

 

 

Methodology 

 

The stochastic frontier production model, as proposed by Aigneret al., (1977) 

and Meeusen and Van den Broeck (1977), was used as the analytical tool.  The 

following specification was estimated. 

 

ὒὲὣ ‍  ‍ὰὲὢ ‍ὰὲὢ ‍ὰὲὢ ‍ὰὲὢ  ὠ Ὗ 

 



 

 

51 

 

where, 

Y   = Normalized rice output 

X1=Normalized paddy input 

X2 = Electricity cost (Rs /month) 

X3 = Labor (man days/month) 

X4 = Milling capacity 

V i=Independently and identically distributed random error term 

N(0,♫v
2
) 

Ui=Non-negative random variable which was independently and 

identically distributed as N (0, ♫u
2
), defined as half normal distribution. 

 

|Ui| reflects the technical efficiency relative to the frontier. |Ui| = 0 for a firm 

whose production lies on the frontier and |Ui| > 0 for a firm whose production 

lies below the frontier. 

 

The following technical inefficiency model was estimated in order to determine 

the factors affecting the inefficiency based on Battese and Coelli (1995). 

 

Ὗ ‏ ὤ‏  ὤ‏  ὤ‏ ὤ‏  ὤ‏ ὤ‏   ὡ  

 

where, 

Z1 = Experience of the mill owner/manager 

Z2 = Years of schooling 

Z3= Age of the mill (years) 

Z4=Dummy for the availability of dryer 

Z5=Dummy for the availability of elevator 

Z6=Dummy for the availability of color separator 

Wi=Unobservable random error 

 

Data required for the estimation was gathered using a questionnaire survey 

conducted among 63 rice millers located in Marandagamula in Gampaha 

District, which is one of the major rice processing areas in Sri Lanka, in July 

2012. 
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Results and Discussion 

 

The analysis of data revealed that the majority of the rice millers (36.5%) in the 

sample were in the age category of 41-50 years. The participation of the 

younger generation (age below 30 years) in the industry was marginal (6.35%). 

About 88.9% of the millers had school education above grade eight and those 

who had ordinary level and advanced level education were 31.75% and 26.98% 

respectively. About 46.03% of rice millers had 16-25 years of experience in the 

industry whereas 28.58% of the millers had 6 to 15 years of experience. 

 

As far as the technology usage is concerned all the millers owned both de-

stoners and polishers as they are necessary for maintaining the minimum quality 

of processed rice. About 93.65% of rice millers used steel hullers for de-hulling 

of rice. Although the availability of primary machinery types was evenly 

distributed, the capital intensive equipment that are required for production of 

high volumes such as dryers, elevators and colour separators were unevenly 

distributed. About half of the millers (49.20%) had dryer facilities while 

elevators were available with only 36.50% of millers. Furthermore, only about 

7.93% of large scale millers possessed the colour separation technology.  

 

The estimates of the Cobb-Douglas stochastic production function are given in 

table 1 below.  They indicate that the level of rice output is determined by the 

amount of paddy input, electricity expenditure and labour usage.  The mean 

technical efficiency for the sample was 0.978 suggesting that disparity across 

millers with respect to milling efficiency of paddy to rice is marginal.  Table 2 

presents a comparison of technical efficiency scores among different groups of 

millers.   Contrary to the expectation, the results indicate that there is no 

significant difference in technical efficiency between the millers with advanced 

machineries and millers without such machineries. 

 

 

Conclusion 

 

This analysis clearly demonstrates that the milling efficiency does not 

significantly vary across rice millers in Maradagahmulla area.  The millers with 

less advanced technologies are enjoying the same level of technical efficiencies 
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compared to those with highly advanced technologies and the existence of small 

disparities in milling efficiencies can be explained using socio-demographic 

factors more than the technologies adopted by them.  
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Appendix: 

 

Table 1: Estimates of the Stochastic Frontier Production Function and Technical 

Efficiency Effect Model 

** Significant at 0.05; t statistics are within bracket 

 

Table 2: Mean Comparison for Efficiency Scores in Stochastic Frontier 
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a. Millers with monthly 

output Ò 50 
0.963 .03(a-b) 7.31 - 0.44 (a-b) 

b. Millers with monthly 

output Ó50 

0.962 7.81 

c. Millers without  dryers  0.980 -0.76(c-d) 7.25 -0.48(c-d) 

 
d. Millers with  dryers 0.977 7.79 

e. Millers without elevators  0.981 -1.50(e-f) 7.42 -0.21(e-f) 

 
f. Millers with elevators  0.975 7.67 

g. Millers without color 

separators  
0.980 -1.44(g-h) 7.41 -0.64(g-h) 

 

h. Millers with color 

separators  

0.971 8.73 

Estimates of stochastic Cobb-Douglas production 

function 

 Determinants of the 

inefficiency in technical 

efficiency effect model Variable  OLS estimates MLE estimates 
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e
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o
r 

Intercept -1.636** 

(-10.365) 

0.158 -1.678** 

(-10.531) 

0.159 Experience 

(years) 

-

0.003** 

(3.022) 

0.001 

Paddy input  0.365** 

(5.843) 

0.063  0.353** 

(6.409) 

0.055 Years of 

schooling 

 

0.004** 

(2.699) 

0.002 

Electricity 

expenditure 

 0.594** 

(9.455) 

0.063 

 

 0.607** 

 (10.265) 

0.059 

 

Age of the 

mill (years) 

-0.003 

(-1.499) 

0.002 

Labour 

usage 

 0.063** 

(2.596) 

0.024  0.078** 

(2.970) 

0.026 Availability 

of dryer 

 0.034 

(1.084) 

0.032 

Daily 

milling 

capacity 

 0.025 

(0.840) 

0.030  0.023 

(0.834) 

0.027 Availability 

Elevator 

 0.001 

(0.043) 

0.028 

  Availability 

Color 

separator 

 0.025 

(1.102) 

0.023 
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Introduction  

 

Provision of mobility of people and goods is an essential ingredient of 

economic development. The growth process is influenced by the efficacy of 

product and factor movement as the timely serving of markets at competitive 

cost provides the necessary foundation to succeed in a highly demanding 

business environment. The countryôs socio-economic development process 

would be dampened if the necessary demand for transportation is not met. 

However, the transport sector is also associated with significant negative 

externalities, which have the potential of eating into at least a part of the growth 

impetus generated. For instance, the transport sector consumes nearly three-

fourths of petroleum imports to Sri Lanka, and is therefore responsible for a 

significant drainage of foreign exchange and for causing traffic congestion and 

pollution.  

 

Thus, as per the sustainability model built on the three pillars of Economy, 

Society and Environment by Munasinghe (2007), the challenge faced by the 

emerging nations is the provision of mobility required by the economy and the 

society with the greatest possible efficiency and least possible negative 

externalities. 

 

The present study focuses on this issue of transport optimization in relation to 

petroleum bulk distribution in Sri Lanka.  
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Objectives 

 

The research was conducted with a view to appraising the optimality of the 

present modality of bulk transportation of petroleum from the Kolonnawa 

central terminal to nine regional distribution centres which are accessible by 

both road and rail modes of transport. As such, the study objectives consisted of 

determining its cost efficiency, and an examination of whether better modal 

structures could be defined in order to reduce economic resource costs as well 

as negative externalities. 

 

 

 Methodology 

 

A number of attempts to solve the question of oil industry and petroleum 

transportation related problems using linear programming are found in the 

literature
1
. Among them are models developed by Aronofsky et al (1963), bi-

level mixed-integer programming exercise by Lukaļ et al (2001), and work 

done by Hunjet et al (2003) on production-transportation modeling. The linear 

programming model described below draws on these experiences, and was 

solved for minimisation of overall costs, yielding the optimum modal split 

between rail and road transportation under various possible scenarios.  

 

Objective function:  Min C = ×
2
j=1 ×

n
i=1 dij Wij cij   

 

Subject to:  

Wbj  + Wtj   Ó Wj   (9 constraints for 9 destinations)  1 

Required Train capacity   Ò    Available capacity               2 

Wtj     Ó  (a).Wj       (9 constraints for 9 destinations)                       3 

Wbj    Ó  (a).Wj     (9 Constraints for 9 destinations)                       4 

Wbi   Ó   0  and Wti  Ó 0                                                                    5 

  

where, C  is the overall cost of distribution and cij is the cost of transportation to 

j
th
 destination by i

th
 mode. Wij stands for the tonnage transported to j

th
 

                                                           
1
 F.I. Hitchaxic developed the basic transportation problem in 1941, and was solved as 

an answer to complex business problem in 1951 when George B. Dantzig applied the 

concept of Linear Programming in solving the Transportation models. 
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destination by i
th 

mode, and dij represents the distance to j
th  

by i
th 

mode. In this 

exercise, i ranges from 1 to 2 representing the two basic modes of petroleum 

bulk distribution, namely the bowser and the train, and j varies from 1 to 9 

representing the nine different regional storage destinations. The coefficient ñaò 

represents the minimum percentage each mode is strategically assigned in order 

to ensure security of delivery, where ñaò would be 0% under the unrestricted 

optimisation model. Quantity and cost data pertaining to bulk transportation of 

petroleum for the period from 2006 to 2010 were sourced from the Ceylon 

Petroleum Storage Terminals Ltd, and the data on costs of rail transportation 

and capacity constraints therein were obtained from the Sri Lanka Railways.  

 

 

Results 

 

Table 1 compares the current railway modal share against those yielded through 

linear programming optimization under three different strategic scenarios, 

namely (a) the unrestricted scenario, (b) the scenario where a minimum share of 

5% would be carried by each mode, and (c) the scenario where the rail 

transportation modal share would be not less than the current railway modal 

share. 

 

The resultant optimized modal structure favors significantly greater amounts of 

petroleum transported by rail to low country destinations, thus indicating the 

possibility of securing significantly greater economics by rail transportation 

compared to road based transport.  For instance, the optimum model does not 

pick up the bowser mode for any of the low country destinations for which the 

current average railway modal share is below 40%.  

 

It should be noted that the railway mode for up-country destinations is not be 

picked up by the optimization model except under the scenario in which a 

minimum railway modal share is imposed as a constraint. This is because the 

up-country haulage by train does not generate sufficient economies of scale 

owing to the fact that only a limited tonnage could be pulled along the incline 

by a given capacity of motive power. Longer rail route lengths and terrain 

characteristics requiring loads to be pulled up to over 6200 feet above sea level 
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before climbing down again to reach the destinations, make rail transportation 

least attractive to destinations such as Haputale or Badulla. 

 

Table 5:  Railway Modal Share in Petroleum Bulk Distribution : Current vs 

optimized structures 

 
 

 

 

Destination

  

Railway Modal Share (%) 

Present 

(2010) 

Scenario I 

(Unrestric

ted 

Model) 

Scenario II 

[5% Min Share 

for each mode] 

Scenario  III 

[Min railway 

share at 

current level] 

Matara 0 100 95 100 

Galle 95 100 95 100 

Peradeniya 21 0 5 21 

Kotagala 7 0 5 7 

Haputale 45 0 5 45 

Badulla 27 0 5 27 

Kurunegala 19 100 95 100 

Anuradhapura 36 100 95 100 

Batticaloa 97 100 95 100 

Source : Authorsô estimates 

 

The analytical results also enable us to assess the resource economics that could 

be realised by reduced consumption of fuel for petroleum bulk transportation. 

Reduced consumption of fuel to bulk transport refined petroleum products 

would invariably mean lesser combustion emissions, thus lesser environmental 

pollution. This environmental effectiveness of the optimised model shares could 

also be estimated based on the emissivity ratios worked out in the Initial 

National Communication Report under the United Nations Convention on 

Climate Change in 2000.  

 

For instance, a saving of fuel in excess of one million litres of diesel (or Rs 115 

million worth of resources at current market prices) could have been achieved 

in the year 2010 by following the optimised modal split under the scenario 

where a minimum of 5% of the total demand at each regional distribution centre 

would have to be supplied by each competing mode (to ensure security of 
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supply). This would be even more if the optimisation results under the 

ñunrestrictedò modal shares are taken into comparison (Table 2). 

 

 Table 2:  Fuel Combustion Emission Savings Potential ï Unrestricted 

Optimization  

 

 Present 

Structure 

Modeled structure 

(unrestricted 

optimization) 

Saving Potential 

(Per Year) 

Fuel 

consumption 

3.99 Mn litres 2.82 Mn litres 1.17 Mn litres 

(29%) 

Fuel Cost Savings per Year (at Rs 115 per litre)  Rs 135 Mn 

Environmental Damage Reduction : 

Total Quantity of Emissions that could be avoided 

of which CO2  Emissions only 

(in which,  Carbon content) 

 

3967 Tonnes 

3100 Tonnes 

(850 Tonnes) 

 Source :  Authorsô estimates based on the emissivity ratios worked out for in the 

Initial National Communication under the UN Convention on Climate 

Change ï 2000. 

 

 

Conclusions and Policy Implications 

 

The results of the study lead us to conclude that the current transport modal 

utilisation structure in petroleum bulk transportation in Sri Lanka is far from 

optimal. The railway system is heavily under-utilised even within its existing 

capacity of service provision, and not utilising the railwayôs full potential costs 

the economy significantly in terms of resource wastage and environmental 

pollution impact. It also indicates that more intensified usage of rail haulage for 

petroleum transport, particularly in the flat terrain, will yield significant 

environmental and economic benefits to the nation. 

 

The study was also successful in demonstrating that sustainability in relation to 

transportation need not be at the expense of profitability. There is scope for 

improving the operational economics of both the petroleum industry and the Sri 
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Lanka Railways, while pursuing sustainability oriented policies, which could 

very well co-exist as win-win strategies.  

 

Therefore, a framework to drive the economy towards a sustainable petroleum 

transportation modal structure through both compulsions and incentives could 

be recommended. In this respect, removal of fiscal and other biases against the 

railway sector may be envisaged. In the medium to long run, it may also be 

necessary to boost the facilities and technical capabilities of the Sri Lanka 

Railway, enabling it to shoulder greater responsibility in petroleum 

transportation. 

 

Perhaps the most significant follow-up to this research is to enquire if the 

principles discussed here can be applied to other freight transportation activities 

that utilise highly polluting, road-based transport. The trainôs potential as an 

environmentally less harmful and economically more efficient large-scale 

public transportation mode may be applicable to transportation of freight in 

general, not only petroleum. Therefore, strategic intervention into shifting 

freight transportation from road to rail could be warranted.  While conceding 

that there will always be a role for road transportation, a systematic shift 

towards rail transportation could contribute towards our striving for an efficient, 

cleaner, and greener nation. 
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Introduction  

 

The Desiccated Coconut (DC) export sector is an important sub-sector the Sri 

Lankan economy in terms of its foreign exchange earning capacity and 

employment generation. However, mainly due high cost of production there is 

belief in the industry has a little scope to further enhance its profitability.  

 

 

Objectives  

 

This study examined technical efficiency and managerial aspects of Sri Lankan 

DC industry. It will enhance identification of the source where improvement 

can be made.  

 

 

Methodology  

 

The analysis used Data Envelopment Analysis (DEA) to measure the technical 

efficiency to evaluate the performance of a set of peer entities called Decision 

Making Units (DMUs) which convert multiple inputs into multiple outputs 

(Charnes, et al, 1978). The definition of a DMU is generic and flexible. Recent 

years have seen a great variety of applications of DEA for use in evaluating the 

performances of many different kinds of entities engaged in many different 

activities in many different contexts in many different countries (Coelli et al 

2005). Technical efficiency essentially measures the gap between the possible 
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outputs, or the best practice and actual output of a firm. Technical efficiency 

demonstrates the extent to which the observed firmsô performance approaches 

its potential or the so call best practices. Constant returns to scale (CRS) is only 

appropriate when DMUôs are operating at optimal scale. In imperfect 

competition,the extension of CRS-DEA model to account for variable return to 

scale (VRS) situations is suitable. Use of CRS under imperfect competition will 

result in measure of technical efficiency which are confounded by scale 

efficiency (SE).  

 

The primary data were collected from 55 DC mills, during the period of January 

ï March 2013 through a structured questionnaire.  Total DC output, total 

byproduct output were used as output factors while number of workers, value of 

fixed asserts, raw material usage were used as input factors. The computer 

program DEAP developed by Coelli (1996) was applied. Analysis of variance 

and regressions analysis were employed to test the relevant hypotheses. 

 

 

Results  

 

      Table 01:  Summary of Input-oriented Technical Efficiency of Sri Lankan 

DC Mills   

 

Technical 

Efficiency  

CRS VRS Scale 

Mean 0.8412 0.946 0.889 

St. Dev. 0.099 0.0606 0.078 

 

 

The analysis yielded the technical efficiency score of each of the DC mills 

considered. Overall technical efficiency of Sri Lankan desiccated coconut 

manufacturing industry was found as 0.8412 under Constant Return to Scale 

(CRS) assumption. This implies that on average, there is a possibility to reduce 

the use of all inputs by 15.88 % without reduction of output levels. The 

computed mean technical efficiency with Variable Returns of Scale assumption 

was higher than that of CRS option which was 0.9460. 
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The VRS and CRS technical efficiencies (Banker, et al 1984) were used to 

obtain the scale efficiencies of each of the DC mills. The mean scale efficiency 

was 0.8890 and this implies that on an average the actual scale of production 

has diverged from the most productive scale size by 11.1%.   

 

 

Table 02:  Summary of Technical Efficiency of Sri Lankan DC mills 

 

 

Note: CRS = technical efficiency from CRS DEA, VRS = technical efficiency 

from VRS DEA, scale = scale efficiency = CRS/VRS 

 

One-way analysis of variance revealed that technical efficiency values of 

traditional, semi modernized mills and modernized mill were significantly 

different (at P=0.05) between CRS and Scale efficiency values. Highest 

technical efficiency values showed in modernized mills and these were 

significantly different with CRS technical efficiency and scale efficiency 

values. Mean efficiency ranking shows that the modernized mills were more 

efficient than semi-modernized and traditional mills.  

 

Regression analysis revealed that age of management, business objective, mill 

capacity and category of mill had significant positive relationships with 

technical efficiency of Sri Lankan DC mills.  

Conclusion  

 

Given the limited resources, effective utilization of production inputs would 

allow Sri Lanka to increase efficiency of DC industry. By improving 

management practices and introducing sound technology for manufacturing 

process, the DC industry performance could be improved. Proper training and 

development plan will help to improve industry performance by enhancing 

management skills of mill management.  

 

 

 Modernized mills Semi-modernized mills Traditional mills  

TE  CRS VRS Scale CRS VRS Scale CRS VRS Scale 

Mea

n 

0.903 0.968 0.932 0.817 0.941 0.868 0.779 0.915 0.850 

S.D 0.086 0.052 0.067 0.095 0.053 0.077 0.070 0.070 0.067 
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Introduction  

 

The current global paper and paperboard demand is 402 million tonnes (MT) 

per annum and there are more than 7745 mills producing 192 MT of pulp.  The 

paper demand has doubled in 20 years from 242.79 MT in 1990 to 402 MT in 

2011-12. The  paper production is projected at 521 MT per annum in 2021 

(Kulkarni, 2008).  Asia produces nearly 177 MT (44%) and the rest of the world 

produces 225 MT (56%).  The per capita consumption of paper in India was 

only 9.3 kg in 2011 as against 42 kg in China, 22 kg in Indonesia, 25 kg in 

Malaysia, 250 kg in Japan and 325 kg in the USA. The demand for paper is 

strongly linked with GDP growth (Khan, 2012). In 2012, there were nearly 800 

paper mills in India, out of which 26 were wood-based and face challenges of 

short supply. The annual pulp production of 1.9 MT consumes 6.8 MT of raw 

wood, of which nearly 20 per cent are supplied from natural forests through 

government sources, and the remaining 80 per cent is supplied from Trees 

Outside Forest (TOF) area,  especially from farmersô lands (Kulkarni, 2012). In 

Tamil Nadu, Tamil Nadu Newsprint and Papers Ltd (TNPL) at Karur and 

Seshasayee Paper Board (SPB) at Erode are major pulpwood based paper 

industries that use predominantly hardwoods like eucalyptus, casuarina and 

miscellaneous wood as raw material. Due to the stringent forest policy, low 

productivity of forest cover, higher derived demand of pulpwood and higher 

installation capacity of industries, the supply (0.5 MT to 0.6MT) is not able to 
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cope with the spiraling demand for raw material (8 lakh tonnes). This has led to 

a wider gap in demand and supply, which hampers the growth of the industries.  

 

 

Objectives 

 

The objective of this study is to assess the future demand for and supply of raw 

materials for paper industries in Tamil Nadu. 

 

 

Methodology 

 

The demand, supply of raw materials, installing capacity, area of captive 

plantation and paper production from two industries were collected during the 

period 2003 to 2012. The quantity of an input demanded is a function of the 

price of the input, price of other inputs, and price of output for a profit 

maximizing industry. The quantity of pulpwood supply is a function of output 

price, input prices and technology.  

 

i. Trend Analysis: In order to analyze the forecast of demand and supply of 

pulpwood, compound growth rates were computed using the method of least 

squares by fitting the semi ï logarithmic function: Y t = ab
t  

, where, Yt = 

dependent variable (demand / supply), t = time element which takes the 

value 1, 2, 3, éé. N, a = intercept term, b = (1+r) and r is the compound 

growth rate and et = error term. In the logarithmic form,  the function can be 

expressed as log Yt = log a + t log b;  log a and log b were obtained using 

ordinary least squares procedures and the R
2
 was computed to test the 

goodness of fit. (Antilog b - 1) x 100 gave the per cent growth rate. Future 

year = Present year * (1+ r) 
n
, where r = Growth rate and n = Number of 

Years. The Minitab package was used to carry out a trend analysis, which 

generated a time series plot that showed the fitted trend equation.  

 

The other forms of the trend models are  Linear trend : Yt = a + bt,  Quadratic 

trend : Yt = a + bt + ct
2
, Exponential growth trend : Yt =  ae

bt
, where Yt = trend 

values at time t, a = intercept parameter,  b and c = slope parameters , e = 

exponential term , t = time period. A seasonal trend was computed by a 
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regression and compared based on the goodness of fit by R
2 
,  standard error and 

MAPE. From the best performing trend curve demand and supply were forecast 

up to 2020 and evaluated for  accuracy. 

ii. Artificial Neural Network:  The neural architecture consisted of three or 

more layers, i.e. input layer, output layer and hidden layer. The function 

form of the  network is Yj = f( wij, Xij),  where Yj is the output of node j, f 

(wij, Xij) is the transfer function, Wij the connection weight between node j 

and node i in the lower layer and Xij is the input signal from the node i in the 

lower layer to node j. The iterative process was repeated n times to get the 

highest R square. 

 

 

Results  

 

The annual compound growth rate (CGR) of  pulpwood demand was 15.41 per 

cent and  future demand of pulpwood  would be  1.18 MT in  2015-16 and 2.42 

MT in 2020-21. Based on a 15.46 per cent growth rate of  supply,  the future 

pulpwood supply would be 1.12 MT and 2.29 MT in 2015-16 and 2020-21 

respectively. Based on trend analysis, the quadratic model was the  best fit among  

CGR, linear and exponential models, because  it had  lower MAPE value. Based on 

the quadratic fit, demand, supply and demand-supply gap would be 1.19 MT, 1.05 

MT and 0.15 MT respectively in 2015-16 and 2.01 MT, 1.68 MT and 0.33 MT 

respectively in  2020 -21. 

 

Based on the outcome of  the Artificial Neural Network (ANN) model, forecast 

value of pulpwood demand is 0.87 MT and 1.19 MT  in 2015-16 and 2020-21, 

respectively. The supply would be  0.76  MT and 0.95 MT in 2015-16 and 

2020-21 respectively. The demand-supply gap of raw materials would be 0.11 

MT and 0.24 MT in 2015-16 and 2020-21. Among all above methods, ANN 

was the best method, because it had higher R
2
and  the lowest error than the 

quadratic model. 
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Table.1: Forecast Demand and Supply of Pulpwood for Paper Industries in 

                Tamil  Nadu                                           

                                                                                                           (MT) 

Year 

CGR Linear Quadratic Exponential ANN 

D S G D S G D S G D S G D S G 

2013-14 

0.89 0.84 0.05 0.83 0.77 0.06 0.94 0.84 0.10 0.94 0.88 0.06 0.78 0.69 0.09 

2014-15 

1.03 0.97 0.06 0.89 0.83 0.07 1.06 0.94 0.12 1.08 1.02 0.06 0.89 0.77 0.12 

2015-16 

1.18 1.12 0.07 0.96 0.89 0.07 1.19 1.05 0.15 1.25 1.18 0.07 0.87 0.76 0.11 

2016-17 

1.37 1.29 0.08 1.03 0.95 0.08 1.34 1.16 0.18 1.44 1.36 0.09 0.97 0.86 0.11 

2017-18 

1.58 1.49 0.09 1.09 1.01 0.08 1.49 1.28 0.21 1.67 1.57 0.10 0.97 0.85 0.11 

2018-19 

1.82 1.72 0.10 1.16 1.07 0.09 1.65 1.41 0.25 1.92 1.81 0.11 1.07 0.95 0.12 

2019-20 

2.10 1.98 0.12 1.22 1.13 0.09 1.83 1.54 0.28 2.22 2.09 0.13 1.07 0.95 0.12 

2020-21 

2.42 2.29 0.13 1.29 1.19 0.10 2.01 1.68 0.33 2.56 2.41 0.15 1.19 0.95 0.24 

D-Demand; S-Supply; G-Demand and Supply Gap 

. 

 

Conclusion and Policy Implications 

 

The forecast demand-supply gap of pulpwood for pulpwood based paper 

industries during 2015-16 and 2020-21 would be nearly 0.24-0.33 MT. In order 

to bridge the gap, the industries could produce additional raw material by 

promoting the resourceful captive plantation and the farm forestry area (TOF) 

of 1000 ï 1200 hectares per year with profitable business models. Tree crops  of 

3 to 4 year rotation can be raised to meet out the demand and supply gap of 

pulpwood. 
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Introduction  

 

Sri Lankaôs geo-positioning is very strategic. Being at the southern tip of the 

only land mass extending towards the Indian Ocean between the Arabian and 

Malayan peninsulas, this strategic geographical positioning is naturally 

expected to give Sri Lanka an added competitive edge to develop herself as an 

Asian maritime hub. The development of the Port of Colombo as the main hub 

port in the region in the 19
th
 and early 20

th
 Centuries also was largely facilitated 

by this competitive advantage of strategic positioning.  

 

However, this dominant maritime position of Sri Lanka was seen gradually 

eroding over the years, particularly since the latter half of the 20
th
century. 

Colombo has gradually lost its attraction for marine traffic (Ratnayake and 

Wijeratne, 2012)
2
 and has drifted down in the international ranking from 27

th
 

position in 2007 to 29
th
 position in 2011

3
 , and from 16

th
 position among 

container ports in 1996 to 18
th
 position by 2010

4
.  This is a major concern at a 

                                                           
2
Colombo port ranked in the fifth place in the British Empire in the terms of the 

shipping tonnage entering a port and ñColombo was considered the ñgreatest artificial 

harbor in the worldò.  From the beginning of the late 1950s the port was known for 

delays and almost lost the hitherto maintained regional transshipment status (Ratnayake 

and Wijeratne: 2012, pp 360). 

3
 Ranked by American Association of Ports Authorities 

4
 UNCTAD ranking 
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time when the policy makers postulate regaining the maritime hub status, and is 

a paradox in face of the countryôs natural geo-positioning advantage which 

could hardly be matched by any competing regional port. 

 

It is this paradoxical position that the present study focused on, and it attempted 

to examine the factorsthat facilitate a port to realise hub status, and maintain it.  

 

 

Objectives  

 

The above mentioned loss of comparative attraction faced by the Port of 

Colombo in spite of its unparalleled geo-positioning advantage could mean a 

number of adverse factors being active, ranging from internal operational 

features deterring away shipping lines, to possible emergence of more attractive 

competitor ports in the region. The geo-positioning advantage being just one 

among such determinants, it becomes strategically important to identify the 

most influential factors and how Colombo Portôs position would be viewed by 

the shipping lines in relation to those determinants.  

 

The objectives of the present research therefore include, studying the current 

situation of the Colombo Port and its evolution, understanding the factors that 

may support Sri Lanka developing as a regional naval hub, appraising those 

factors in their order of importance in view of understanding as to what extent  

such factors would influencesuccess in a competitive environment and help 

sustain the competitive edge, and also to recommend as to how those vital and 

critical factors could be stimulated by way of implementing an appropriate 

policy framework. 

 

 

Methodology 

 

The research adopted the "Stated Preferenceò methodology to identify the 

important criteria which could make a seaport a maritime hub. Models based on 

this technique are generally well accepted as methods for eliciting consumer 

responses to multi-attribute stimuli (Boxall, et al., 1996), and could be found 

used in marketing, environmental valuation and transportation related research.  
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A survey was conducted among 40 respondents associated with 20 out of the 

top 25 shipping companies of the world
5
 in view of obtaining the perceived 

reasons for shipping lines to call at a port, and also to figure out what among 

those high priority attributes Sri Lanka could develop. The information thus 

gathered were categorised, grouped and presented in tabular and graphical 

forms so that the salient features could be observed. Average rank assigned to 

each factor, and the percentage of respondents assigning such rank, were used 

as indices in the comparative analysis. 

 

The study also gathered relevant information and data from secondary sources 

such as the Sri Lanka Ports Authority (SLPA), Sri Lanka Customs (SLC), and 

Ceylon Association of Ships Agents (CASA) in order to reveal the patterns of 

cargo volumes handled by the Colombo Port over the years. The corresponding 

data pertaining to other competing ports (Singapore, Dubai and Nava Sheva) 

were sourced from published data.  

 

 

Results 

 

Figure 1 depicts trends of transhipment container volumes, domestics imports 

and exports cargo volumes including empty containers, re-stow
6
 movements 

and total container volumes handled at the Port of Colombo for the period of 

2004- 2012. 

 

Figure 1 (A) indicates that the transhipment business has slowed down in 

absolute terms during the recent years, while the total volumes continued to 

grow pulled by the growth of ñdomestic volumesò.  Since the small  size of the 

domestic economy is grossly inadequate (unlike in a larger economy such as 

India or China) to push, on its own import export trade volumes, the shipping 

demand for Colombo Port to the scales of a vibrant regional naval hub, this 

decline in transhipment volumes is a serious issue of concern.  Even the 

                                                           
5
 World ranking of www.alphaliner.com 

6
 Making  a change to space in vessel where cargo is stowed originally 
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volumes driven by the domestic economy as a ratio of Sri Lankaôs GDP appears 

to have been reducing since 2010 onwards
7
, as depicted in the Figure 1(B). 

 

Figure 1:  Analytical Presentation of Container Volume handling trends at 

the Colombo Port 

 

 

 

Therefore, it is clear that a more concerted effort would be necessary to attract 

transhipment volumes to Sri Lanka if the naval hub objective is to be realised. 

 

The survey conducted among shipping companies became useful in this context 

in order to identify the factors that influence shipping lines to call at a particular 

hub port, and thereby to identify strategic gaps Sri Lankan Ports might have to 

fill to attract more shipping lines. The Table 1 summarises the ten most 

important elements out of 21 factors, in their order of importance, as identified 

by the average ranks assigned to them by the shipping lines.  

 

                                                           
7
 indicating either inadequate proportionate growth of import-export volumes, or growth 

of economic sectors increasingly not dependent on foreign trade, or both 
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The most outstanding priority, as expressed by the shipping lines, would be the 

transhipment volume itself. It is noteworthy that 82% of the respondents have 

ranked this as the most important determinant, and the remaining 18% also have 

included this factor among the five most important determinants. The 

availability of feeder network to cover all destinations/origins (5
th
 priority) and 

frequency of feeders (8
th
 priority), which fall under the Transhipment Network 

category, also were found identified among the ten most important 

determinants. This indicates that a port being already a ñhubò gives it a distinct 

advantage over the newly developing competitors to further consolidate its hub 

status.  

 

Table 1: Ten Most Important Factors and their Rankings 

 

Availability of on-arrival berthing emerged as the second most important 

determinant with 9% of the respondents ranking it as the most important and 

Factor Nature Percentage Responded 

  as 1st 

Priority 

among first 5 

priorities 

Transhipment volume potential 

of the Port 

Transhipment 

network 

82% 100% 

Availability of on-arrival 

berthing (window) 

Port 

efficiency/capacity 

9% 91% 

Domestic volume potential of 

the Port 

Domestic trade 9% 82% 

Operational productivity 

(Gantry moves per hour) 

Port 

efficiency/capacity 

0% 82% 

Feeder network availability to 

cover all destinations/origins 

Transhipment 

network 

0% 27% 

Deviation time from main sea 

route 

Geographic 

location  

0% 36% 

Time taken to berth/unberth 

ships 

Port 

efficiency/capacity 

0% 36% 

Frequency of feeders Transhipment 

network 

0% 18% 

Port handling/stevedoring costs Port Charges / 

costs 

0% 18% 

Port navigational costs Port Charges  0% 0% 
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91% including it within the five most important determinants. Together with 

this factor, two others, namely Gantry Moves per hour (4
th
 priority) and Time 

taken to berth/unberth ships (7
th
 priority), could be identified as related to Port 

capacity and/or efficiency.  

 

Domestic Volume potential turned out to be the third most important factor with 

9% of the respondents ranking it as the most important determinant while 82% 

of them including it among the first five priorities. This is a clear comparative 

disadvantage Sri Lanka has owing to its small size of the domestic economy.  

 

Deviation time from the main sea route was identified as the fifth most 

important factor with 36% of the respondents including it among the top five, 

though none had ranked it as the most important priority. Among South Asian 

Ports, the Colombo Port has the shortest deviation time from the main sea route. 

Hambantota Port is even closer. Thus, Sri Lanka should exploit this advantage 

to the maximum.  

 

A noteworthy revelation in this study is the relatively low importance the 

shipping lines appeared assigning to cost-related factors associated with a hub 

Port. The only two cost related factors namely, Handling/Stevedoring Costs and 

Port Navigational Costs, which qualified to be included among the top ten most 

important determinants, came in as the last two in the priority order. Further, 

only Handling/Stevedoring Costs were found ranked among the first five 

factors, and that again was by a mere 18% of the respondents. Further, as 

evidenced in the Table 3, only 43% of the seven identified Cost-related factors 

were ranked among the top ten determinants by at least half of the survey 

respondents. 
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Table 2: Relative Importance of Factor Categories as assigned by at least 50% 

of the respondents 

 
Factor Category   Number 

of 

Factors 

Ranked as   1st 

Priority 

Ranked 

among 

top 5 

Ranked 

among 

top 10 

Transhipment Network  

3 33% 33% 100

% 

Domestic Demand 

1  100

% 

100

% 

Port Capacity /Efficiency 6  33% 50% 

Geographic Location Advantage 

1   100

% 

Charges/costs 7   43% 

Availability of Competitive Supplies 3    

 

This is an interesting finding, which could explain why several ports, which are 

relatively more expensive in their service provision, have managed to grow fast 

as regional hubs. Their relative competitiveness in service provision efficiency 

might possibly have overridden their cost disadvantages.  

 

 

Conclusion and Policy Recommendations 

 

Theresults of the study suggest that the geo-positioning advantage of being 

strategically located at close proximity to the East-West main sea route in the 

Indian Ocean with more than 16 ports which could be economically fed by sea, 

though important, could not alone pull Sri Lanka to develop herself as a 

maritime hub. Emphasis should be given to other revealed determinants, 

particularly the port efficiency/capacity related factors. Sri Lanka, having 

already taken significant strides to develop infrastructure capacity, should focus 

on improving efficiency of port operations as well. On-arrival berthing window, 

improved Gantry moves per hour, and faster berthing/unberthing of ships, 

which are facilitated through capacity expanding investment, should be further 

ensured by Port operational efficiency enhancement.  

 

Policies should be geared up so that (a) the existing shipping lines would 

maintain and further improve capacity served at Sri Lankan Ports, (b) the 
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services of lost customers would be reinstated, and (c) the new markets which 

are ópotential, yet untouchedô would be penetrated through provision of 

attractive/efficient services. This would also enable maintenance of the existing 

networks, which, being the highest ranked priority revealed by the survey, 

would promote the ñsnow ballò effectof attracting more shipping lines, and 

encouraging more feeders through better linked mainline operations, and 

thereby further expanding the ñhub-and-spokeò Network.  

 

While Sri Lanka has an edge over most of her competitors with regard to the 

existing transhipment network, this revealed ñsnow ballò effect also indicate the 

possibility of fast developing regional ports such as Nava Sheva posing a 

serious threat to Sri Lanka in regaining and consolidating the maritime hub 

status. This may also constitute an argument in support of developing the 

Hambantota Port also as a container port enabling the country to offer shipping 

lines port facilities with further shortened deviating time, uncongested and 

efficient service delivery and possibly with competitive costs as well. Such 

might tilt the ñsnow ballò effect advantage towards Sri Lanka and away from 

her competitors in view of becoming a regional maritime hub. 
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Introduction  

 

Emerging markets economies (EMEs) are increasingly integrating into the 

global financial markets as is evident from the rising stocks of assets and 

liabilities. A wave of financial globalization since the mid-1980s has been 

marked by a surge in capital flows among industrial countries and more 

notably, between industrial and developing countries (Kose, et al. 2006). 

Financial globalization has the potential to increase global welfare by efficiently 

allocating financial resources and enabling countries to spread the risk. 

Increased interconnectedness between financial markets of countries has 

however created channels through which monetary shocks can spread across the 

globe. This however has made macroeconomic management more challenging 

and difficult due to transmission of monetary shocks resulting in currency 

appreciation, credit-and asset price boom-and-bust cycles and reversals in 

capital flows (OECD, 2011). The recent financial crisis has provided sufficient 

evidence of the pitfalls of a sudden reversal of large capital flows and its 

deleterious effects on global economies. The Mundell-Fleming model 

constitutes the theoretical basis for studying international capital flows with a 

view to understand the effectiveness of the ñimpossible trinity trilemmaò 

 

 

Objectives 

 

Financial globalization refers to the growing global linkages through cross 

border financial flows. The purpose of this paper is to a) examine the progress 

and trend in international capital flows with special reference to capital flows in 
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China. The study also examines the b) determinants of capital flows in china 

and the degree of financial openness as a ñsine qua nonò for the 

internationalization of the Renminbi. In light of the current socio-political 

demands and challenges that lie ahead, the paper will evaluate) the expectations 

and prospects for Renminbi internationalization. 

 

 

Methodology 

 

Data from official sources (IMF-IFS, CEIC data source, SAFE & PBOC)and 

regional study reports (ADB) are examined to assess the recent progress and 

trend in international  capital flows and the inherent volatility of cross border 

financial capital flows. The data of the empirical finding are presented in the 

stylized form. The Quinn-Toyoda index will be used to measure the degree of 

financial openness of the capital and current accounts in China. Four types of 

capital flows namely 1) FDI outflows 2) FDI Inflows 3) Portfolio inflows 4) 

Portfolio outflows are examined to measure the extent of capital flows. Other 

indices for the measure of financial openness are the degree of stock market 

capitalization (as a share of GDP), financial market deepening and trade 

openness. The 12
th
Five Year Plan -to be discussed at the third plenum of the 

18
th
 Chinese Communist Party Congress in November 2013- should provide 

policy insights for further internationalizing the Renminbi. 

 

 

Results 

 

Capital flows have grown significantly over the last two decades in both size 

and volatility, especially inflows to emerging markets (IMF 2013). In 2010, net 

capital inflows to the top ten borrowers increased by an average of over 80 

percent. China received 30 percent of the aggregate net capital inflows to all 

developing countries, while the share of BRICôs countries was 58 percent (W.B. 

Global Development Finance-2012). FDI remained the single largest 

component of capital flows to developing countries and the overwhelming share 

of FDI inflows went to china, which rose by 62 percent. Forbes (2010) 

estimates that capital account opening could raise Chinaôs exposures to the U.S. 

equity markets. Since mid-2005, the REER of RMB has appreciated by 35 
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percent (IMF2013) although the stock price index has decreased by 30 percent 

from 2010 to May 2013.Capital account openness and stock market 

capitalization help to better facilitate FDI and outward portfolio transactions 

(Dong He, et al. 2012). 

 

 

Conclusions 

 

The integration of EMEôs into the global financial system is associated with an 

increase in the scale of international capital flows over the medium and long 

term. China is becoming more financially integrated with the rest of the world. 

7 of 10 East Asian Countries track the Renminbi more closely than the USD as 

a ñReference Currencyò (Subramanian et al. 2012). Renminbi settlement in 

cross border trade and currency swap arrangements with Central Banks of 

trading partners have significantly increased over the years (SWIFT-2012). In 

2010, under the QFII (Qualified Foreign Institutional Investor) program, the 

amount of dollar investment for foreigners has been raised from $30 billion to 

$80 billion (U.S. Department of Treasury-2013). China has used reserve 

requirements, higher interest rates, tighter prudential measures, direct 

administrative limits and currency intervention to moderate credit growth. 

However,the real estate market in China is susceptible to cyclical swings. 

Capital account opening in China will likely be followed by substantial gross 

portfolio flows as global and domestic portfolio holdings adjust. Outflows of 

portfolio investment could offset pressures for reserve accumulation from net 

FDI or other investment inflows or current account surpluses. Chinaôs 12
th
 Five 

Year Plan has pledged to accelerate capital account liberalization. It can be said 

that the domestic socio-political environment and global geo-political forces 

would influence the prospects and pace for Renminbi internationalization 

(Kurien et al-2013). 
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Introduction  

 

Information Technology (IT) has invaded almost all the industries from day-to-

day sales to complicated and expensive Rover missions on Mars. IT has already 

been occupied its position in the business world where once it is failed it will 

cripple the solid performances of the entire organization. As in many service 

industries, in financial sector IT based service systems are considered as an 

essential tool for a service provider to remain competitive (Lovelock et al., 

2004). Therefore, much researchhas been conducted to investigate the 

effectiveness in IT based services in banking sector in improving service quality 

(Idowu et al., 2002: Zhu et al., 2002).SERVQUAL model is a service quality 

framework to measure the gap between customer expectations and experience 

(Parasuraman et al., 1988). 

 

In the Sri Lankan context banking sector tend to use more and more IT based 

services to attract customers, to achieve customer satisfaction and improve 

financial performances. The rate of adopting IT based services in Private Banks 

is higher than the rate of State Banks. 
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Objectives 

 

1. To find the gap between customersô expected and experienced IT based 

service quality of the selected four banks in Kandy Municipality area.   

2. To find whether the IT based service quality of banks differs in state and 

private banks. 

 

 

Methodology 

 

We selected two state banks and two private banks operating within the Kandy 

Municipality Area. We distributed questionnaires for customers.The 

questionnaire had four main sections: 1) the demography of the sample, 2) 

SERVQUAL model modified for IT based service quality: tangibility, 

reliability,responsiveness, assurance, empathy 3)agreement for IT based service 

features: ease of use, time conservation, convenience, privacy, accuracy, 

multifunctional and 4) IT experienced factors: self-control, comfort and 

personnel interaction in using IT. A pre-test was conducted by distributing the 

questionnaire for 30 customers and it was adjusted before the standard 

questionnaire was distributed among customers.The structure of the 

questionnaires was both open ended and itemized ranking scale of 1-7; i.e. from 

Strongly Disagree to Strongly Agree. In total there were 400 customers for this 

study through questionnaires, which accounted 100 for each bank. The 

questionnaire was distributed at 9.00 am to 1.00 pm during working days. 

Interviews were conducted for bank employees in order to obtain information 

on the IT service options available in each bank and their advantages.  

 

In this research Analysis of Variance (ANOVA) was used to test the 

significance difference of expected and experienced IT based service quality 

levels in the four banks using SERVQUAL dimensions.  

 

 

Results 

 

We looked atthe gap between customersô expected vs.experiencedIT based 

service quality levels in the four banks using SERVQUAL dimensions. Higher 
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gap represents lower quality of IT based services. The customers' IT based 

service quality expectations were higher than their experienced IT based service 

quality in all the four banks. The highest IT based service quality was observed 

in Private bank 1 and followed by State Bank 2 and Private Bank 2 and then 

State Bank 1, respectively. Private Bank 1 had come closer to the customers 

expected level (Figure 1), as denoted by the low service quality gap (expected ï 

experienced).  Bank 1 used many number of IT services such as E-exchange, 

telephone banking, online banking and mobile reload etc.Even though Bank 1 

uses many number of IT based services than any other selected bank, their 

consideration on Empathy was also very high compared to others. Empathy 

factor had been highly considered by customers of all the selected banks (Figure 

2). It proved that the customers were expecting more human interaction when 

theyôre dealing with the IT facilities in banks although they have self-control 

and comfort in using IT. 

 

We looked at the relationship of the IT based service quality gap received by 

SERVQUAL dimensions to the scores given by customers for agreement for IT 

based service features.The relationship was poor. This implied that the 

customers did not give much credibility for the statement: óIT associated 

features increase services qualityô, even though early research show that IT 

carries important features that could increase service quality and has contributed 

to the service quality of the banks. 

 

 

Conclusion 

 

All the four banks had not reached the customerôs expected IT based service 

quality. Private bank 1 which had the highest number of IT based services 

showed the highest IT based service quality among four banks. However, 

availability of IT services was not the only motive factor for customer 

satisfaction; customers need personal interactions when they deal with the IT 

services of the bank. 
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Appendix: 

Figure 1: Gap between expected and perceived levels of SERQUAL 

dimensions and over-all service quality derived from 

SERVQUAL dimensions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(Bars denoted by same letter in each dimension showed no significant 

difference among banks at p>0.05) 

Figure 2: Customersô evaluation of the experiences in using IT based banking 

service in four banks. (The scale was 1-7 and the value increased with agreeing 

with the feature) 
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Introduction  
 

The Financial sector expanded whilst remaining stable despite challenging 

market conditions both globally and domestically and continued to support the 

growth momentum in the economy. The Banking sector is the dominant sub 

sector within the financial sector. In Sri Lankan situation banking sector has 

two main categories. They are Licensed Commercial Bank (LCBs) and 

Licensed Specialized Bank (LSBs). In 2012, there were 24 licensed commercial 

banks and 9 licensed specialized bank in Sri Lankan banking sector (Central 

Bank Annual Report 2012).  By the end of 2012, a total of 33 banks comprising 

21 domestic banks (including 9 licensed specialized banks) and 12 branches of 

foreign banks continued to have operations in Sri Lanka while expanding the 

banking network of their banks and introducing new diverse banking solutions 

to attract the new customers. 

 

There are many factors that cause to the customer movements from the 

commercial banks in the context of Sri Lankan financial market. Among such 

factors ócustomer loyaltyô would be the most influencing factor that directly 

impacts on the customer movements from commercial banks. Therefore, it is 

important to know the factors that impact on the customer loyalty and the ways 

of retaining customerôs loyalty on commercial banks in Sri Lanka in the context 

of financial failures. 

 

State Bank 

1 
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At present, relating customersô loyalty on commercial bank in Sri Lanka 

continued to be resilient in the challenging environment of the global financial 

crisis and emerging world economic downturn, higher domestic interest rates 

and the impact of the failures of some unauthorized financial business. The 

financial services industry grew at more moderate level during the last few 

years, in response to the tighter monetary policy. 

 

The Central Bank took decisive action to arrange the rescue of commercial 

banks that experienced liquidity problems due to the failure of Credit Card 

Company associated with the Ceylinco Group. Since the last few months of 

2011, some regulated financial companies have been experiencing high deposit 

withdrawals and liquidity pressures consequent to the failure business. A 

special support for finance and leasing companies by the government and the 

Central Bank is being implemented to address this problem.  

 

 

Objectives 

 

The objective of this study is to understand the financial market in Sri Lanka 

and identify the factors which determined the peopleôs loyalty on commercial 

banks and on their services. This study is conducted mainly from the 

perspective of identifying the current Sri Lankan financial market situation and 

future trends. This study will be useful to the investors and the public, thinking 

of may be making future investment decisions in a secured and stable 

institution.  

 

 

Methodology 

 

This study is designed with a convenient sample of 150 customers, who were 

selected from various commercial banks of Sri Lanka. A cross-sectional survey 

was set-up with interviewer administrated questionnaire. Primary qualitative 

information on loyalty, mainly focusing with eleven characteristics scaled on 5-

points, was recorded. A convenience sample of 150 commercial bank customers 

of Western province had been chosen for the study. Statistical analytical 
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techniques such as correlation coefficient and qualitative ordinal scaling 

assessment techniques were adopted to draw the results. 

 

The eleven qualitative aspects employed as statistical assessments and explored 

in this study through the questionnaire are defined below: 

 

Stability Consideration / Loyalty grown up:Theseaspects are vital when the 

customers are searching for any service organization to accomplish their service 

needs and wants. This is because they are looking at fair return for their 

investment. 

 

Willingness to refer dealing banks / Confidence on Government bank / 

Confidence on Private bank / Relationship Marinating:These aspects are 

used regarding the customerôs responses and are based on their current 

satisfactory level towards government and non-government commercial banks, 

and relationship with the bank. 

 

Overall Quality of the bank:This aspect measures the Commercial bankôs 

response to the customerôs request and bankôs higher service qualities. 

 

Attractiveness for higher return: People have experienced more problems 

from many unauthorized financial institutions which offer higher return for 

customerôs investments. This aspect addresses whether the customers are still 

expects the higher returns rather than security of their investment.  

 

Duties perform by central bank/Government supervision on the 

bank/Awareness of the Authorization:The Central Bank of Sri Lanka is the 

authorized authority in supervision of all the financial transactions and the 

financial institutional activities. One of the main responsibilities of the central 

bank is to make the public awareness about the secured investment 

opportunities in the market place. Peopleôs ideas about the government 

supervisions and activities were examined and evaluated through theseaspects. 

 

The Scalability of the Qualitative Items: The ordinal scale used or defined to 

quantify the above eleven qualitative responses of the study are of 5 point 
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Likert scale. This defined as from the weakest responses to strongest responses. 

The quantities assigned are as follows: 

 

 

 1 ï Very weak  : Not satisfied  : Very poor response 

 2 ï Weak   : Ignorant  : Poor response 

 3 ï Moderate  : Indifference  : Indifference 

 4 ï Strong  : Satisfied  : Good response 

 5 ï Very strong  :Highly satisfied : Very good response 

 

 

Results  

 

The sample of 150 customers selected and interviewed in this study are 

classified against various commercial banks in Sri Lanka and given in the 

following table (Table 1). These sampled customers have mainly maintained 

their deposits and other assets in the respective commercial banks compared to 

their involvement in the other banks. 

 

Table 1: Customerôs Distribution against Commercial Banks 

 

Bank Name Number of Customers % 

Peoples Bank 38 25.33 

Bank of Ceylon 60 40.00 

NSB 8 05.33 

Sampath Bank 12 08.00 

Commercial Bank 6 04.00 

HNB 12 08.00 

HSBC 3 02.00 

Nation Trust Bank 6 04.00 

Seylan Bank 5 03.33 

 

Our sample was constructed with random selection of individuals, but the total 

number of customers 150 was fixed conveniently. The classification shows that 

the majority of the customers are coming from the stateôs banks. Altogether 
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about 70 percent of the customers are from Peopleôs Bank, Bank of Ceylon and 

National Savings Bank. The rest of about 30 percent are from the private 

banking sector. 

 

Overall perusal of the 150 questionnaire using comparative description 

highlighted the following: More than 90% of the respondents are dealing at 

least with one government commercial bank and at the same time they are 

dealing with other private commercial banks also. But they are having more 

confidence towards the government banks than non-government financial 

institutions. More than 90% of respondents believe that Peopleôs Bank, Bank of 

Ceylon and National Savings Bank are very much stable in the market place, 

because they are under the control of Sri Lankan Government. But Commercial 

Bank, Hatton National Bank, National Development Bank and HSBC Bank 

have come forward by overcoming other private commercial banks in terms of 

current market performance and by creating top of mind awareness in 

consumers mind through their promotional campaigns. 

 

The eleven qualitative self-assessments of the 150 customers as instituted 

through the interviewer administrated questionnaire were classified using 5 

point qualitative scale and compiled to see the inherent structural results. The 

following table (Table 2) produces the summary of the information of the 

eleven characteristics of loyalty by qualitative scales. 

 

This table generally shows that none of the customers have totally disagreed on 

the eleven loyalty characteristics. Further, very few customers except on 

óGovernment supervision on the banksô have responded that the said loyalty 

characteristics are less important. This result reveals that the selected eleven 

characteristics are conceptually meaningful to study the loyalty of the customers 

in the financial markets in Sri Lanka.  
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Table 2:  Self-assessment of different characteristics of loyalty (n=150) 

 

Characteristics (Items) 

of Customer Loyalty  

Very 

Strong 

Strong Mode 

-rate 

Not 

much 

Not 

at 

all 

Average 

Score 

(Scale of Qualitative Items)  (5) (4) (3) (2) (1)  

       

1. Stability consideration 30 102 18 0 0 4.08 

2. Willingness to refer 

dealing bank 

30 90 30 0 0 4.00 

3. Confidence on 

Government bank 

60 78 12 0 0 4.32 

4. Confidence on Private 

bank 

30 42 78 0 0 3.68 

5. Relationship 

Marinating 

66 66 18 0 0 4.32 

6. Loyalty grown-up 6 54 78 12 0 3.36 

7. Overall Quality of the 

bank 

48 78 24 0 0 4.16 

8. Attractiveness for 

higher returns 

30 36 72 12 0 3.56 

9. Duties perform by 

central bank 

0 36 102 0 0 3.00 

10. Government 

supervision on the bank 

0 60 90 36 0 3.88 

11. Awareness of the 

Authorization 

0 42 72 12 0 2.72 

 

The characteristic óLoyalty grown-upô was further subjected to verification of 

dependence with four other selected characteristics which are óStability 

considerationô, óGovernment supervisionô, óOverall qualityô and óRelationship 

marinatingô. The relationships among these characteristics were analyzed using 

correlation analysis. The following table shows the results (Table 3) 
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Table 3:  Correlation Co-efficient between Loyalty Grown-up with other 

Characters (n=150) 

Variables Loyalty 

Gr 

Stab. Con. Gov. Sup. Ov. Qual. Rel. Mar. 

Loyalty Grown-up 1     

Stability Consideration 0.595986 1    

Government 

supervision 

0.434495 -0.032909 1   

Overall quality 0.365206 0.099075 0.065584 1  

Relationship marinating 0.351838 0.634151 0.031536 -0.098338 1 

 

Considering the coefficient of correlation of óLoyalty Grown-upô with the above 

mentioned four characteristics of interest, as given in the first column of the 

above table, we see that the customer satisfaction (stability consideration) has 

higher relationship with loyalty grown-up compared to the other three 

characteristics. Further, the ógovernment supervisionô has moderate relationship 

with loyalty grown-up. However, as noted in the same column of the above 

table we could see that the other two characteristics have low correlations which 

show less importance for consideration in verifying the loyalty grown-up. 

 

 

Conclusions and Recommendations  
 

After the current financial failures people have given more attention towards the 

security of their funds and the confidence of their financial institutions in 

selecting their financial institutions rather going towards the institutions which 

offer higher returns.  Every respondent has taken at least one service or the 

facility from their dealing commercial banks including Deposits, Facilities, 

Loans, Current Accounts and Pawning. Most of the respondents are very keen 

on considering the stability of the commercial banks before they are making 

transactions with those institutions. 20% of the respondents are very strongly 

considering the stability of the institutions and 68% are strongly considering it. 

 

More than 82% of the government banksô customers are willing to recommend 

their banks to other in the context of security offered and rest of the government 

banks customers do not like to do that in terms of service quality and the service 

efficiency. However after the Golden Key Credit Card Scam and the Seylan 
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Bank Issue Customers loyalty and the confidence in non-government financial 

institutions has reduced. As a result of this, customers have transferred their 

funds to government commercial banks from those non-government 

institutions. 

 

90% of the respondents are satisfied with the confidence maintained by the 

government commercial banks. But in terms of service quality and the service 

efficiency respondents gave their preference towards to private commercial 

banks.  Most of the respondents explained that non-government commercial 

banks are always offer good customer service and maintaining close 

relationship with them than government institutions. Over last 12 months 

respondentsô loyalty towards the government banks has increased rapidly where 

loyalty towards the non-government banks has decreased due to some failures 

and the frauds done by some authorized financial institutions in the market 

place.  In the current context customers are not going towards higher returns 

because they have understood that for higher returns they have to take higher 

risk.  With current financial failures customers are going towards qualitative 

factors like Security, Confidence and relationship.  

 

Satisfaction is the most important factor behind loyalty. In order to create and 

retain loyalty customer base as well satisfied customers, banks should 

emphasize especially on service quality and Security aspects in the context of 

current financial failures. On the basis of literature and findings of the study it 

can argued that security dimensions have great impact on satisfaction and 

loyalty (via service quality and security) can help bank to perform well. As the 

results support the earlier research some recommendations can be made on the 

basis of the finding and if the banks follow them on a trial basis they might get 

benefit from it. In this regard bank follows some of them on a trial basis they 

might get benefit from it. 

 

In this regard we suggest that the following steps could be taken by the 

administrators of the financial institutions concerned: Commercial banks are 

service oriented and people-intensive sector. Customer always deserves better 

quality service as well as good manner, empathy, and so on. To comply with 

this bank should monitor their activities as well as their employees in order to 
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make a positive impression on customers in the context of service quality and 

security aspects. Our study reveals that various problems occurred in the service 

delivery process and these are considered as the elements of dissatisfaction. In 

this context, commercial banks should try to find out the reasons of complain 

and also try to minimize it by providing proper training to the staff. Again bank 

can take some initiatives to find out what customers really expect from them. 

 

Customers should be loyal to the bank employees and vice-versa. On the other 

hand this will make loyal customers towards a particular organization. Provide 

banking employees with training, development and other customer service 

resources and theyôll qualify to provide exceptional professional customer 

service. Ultimately both parties will become satisfactory create the loyal 

customer base.  Commercial banks should always shows and inform their 

trustworthiness to customers. This can be showed through publishing their 

financial stability reports, complying with Central Bank rules and regulations, 

maintaining sufficient liquid assets base and maintaining closer customer 

relationship.  Many people view customerôs complaints as negative signs for a 

business. If it can make good use of customers complains, it can be an actual 

advantage to organization. Finding out why the customer is not satisfied with 

banking product or service, compensate them and make improvement changes 

to products/services immediately. 

 

Banks should have contacts with customers after they have consumed products 

and services. This can be done in a post-out survey from, follow-up call or 

simply an email survey form. Because once the transaction was done among the 

two parties, it will not close. In a competitive environment after sales service is 

must. Otherwise organizations will lose lot of future sales.  This is to remind 

them of the existence of the company and that bank still remembers them. In 

return, they will value the company. Itôs also a way to keep in touch and 

strengthen the relationship with existing clients. 
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Introduction  

 

Applications of information and communication technology concepts, 

techniques, policies and implementation strategies to banking services have 

become a subject of fundamental importance and concern to all banks and a 

prerequisite for local and global competitiveness. The advances in technology 

have played an important role in improving service delivery standards in the 

banking industry.  According to Daniel (1999) Electronic banking (E-banking) 

is providing the customers their banking information via diversified delivery 

channels that can be accessed through different technological devices; i.e. a 

computer or a cell phone with built in browser utility or telephone or any other 

digital technology. In Sri Lanka, E-banking was first introduced by Sampath 

Bank in 1988. They started by networking all the branches enabling the 

customers to access accounts at any branch. ATM cards enabled customers to 

withdraw money from teller machines throughout the day. This revolutionized 

the banking industry in Sri Lanka. 
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Objective 

 

The objective of this research is to examine and analyze the impact of selected 

demographic variables on the demand for E-banking in Sri Lanka. This study 

focuses on most of the E-banking services except ATM cards. This is because 

previous related research in Sri Lanka had focused on the acceptability of ATM 

cards as being the most popular E-banking services offered by Sri Lanka banks. 

However, there appears to be a dearth of research to determine the factors 

affecting the acceptance of other E-banking services. This gap will be filled by 

this research effort.  

 

 

Methodology 

 

The research utilized both primary and secondary data. Primary data were 

collected through the distribution of 140 questionnaires to a convenient sample 

of customers of the selected bank. Secondary data were gathered by referring 

annual reports and the official website of the selected bank. The questionnaire 

was pre-tested with a few customers to ensure the accuracy of the questions. 

Demand for E-banking was used as the dependent variable and the eight 

dimensions of the demand were used as the independent variables. The Logit 

model for ungrouped binary data was utilized to analyze the significance of 

these variables for the demand of e-banking in Sri Lanka. The model is as 

follows:  

DB = f (GE, AG, NF, ED, EK, ES, JP, IN) 

where, 

DB=Demand for E-banking, GE = Gender, AG = Age, NF = Number of 

family Members, ED = Educational background, EK = English 

knowledge, ES = Employment sector, JP = Job position, and IN = 

Income. Thus,  
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DBi=L i=[P i/(1-Pi)] =Ŭ+ 1GEi+ß2AGi+ß3NFi+ß4EDi+ß5EKi+ß6ESi+ß7JPi+ß8INi +ei 

Data were analyzed using E-views.  

 

 

Results 

 

The sample consisted of 50 E-banking users and 50 non E-banking users at 

Sampath Bank. Out of 50 users 16 were female. Twenty females were included 

in the sample of 50 non-users. Average age of the sample was 36 years and the 

average monthly income was Rs.60,450. Response for the questionnaire 

distributed was high among the E-banking users. Most of the E-banking 

customers at the bank are below 40 years of age. Distribution of age of the non 

E-banking users at Sampath Bank is different from the distribution of E-banking 

users at the bank. Skewness value of 0.03 represents a symmetric distribution of 

the age of non E-banking users at the bank. Number of family members for the 

sample of non E-banking users is symmetrically distributed. Majority of the E 

banking users are first degree holders and the rest have qualifications equivalent 

to a technical diploma or above. Most of the non E-banking customers do not 

possess a basic degree. Majority of the E-banking customers have a ógoodô level 

of English knowledge. English knowledge of the non E-banking users at the 

bank fall below the category of ôgoodô and very few customers were found 

under the category of ógoodô and óexcellentô. 

 

All the members in the sample of E-banking users were senior executive or 

above. However, for non E-banking users, majority of the sample members 

were under the category of junior managers and below. Clerical staff members 

could not found in the sample of E-banking users and there were few clerical 

staff members for the sample of non E-banking users. The average income of 

the E-banking users was Rs. 77,800 and that for non-E banking users was Rs. 

43,100. The difference of average income between the two groups of customers 
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at the bank is about Rs. 34,000.  Majority of the E-banking customers had been 

using the E-banking facility for between one to three years. Influence from the 

bank to promote E-banking is at a very low level. Majority of the customers use 

the services two to six times per week. Most of the E-banking customers do not 

have a significant concern about the risk factor. The perception of fifty percent 

of the sample on the risk factor was neutral.  

 

Table 1: Summary output of the Logit Model 
______________________________________________________ 

Dependent Variable: DB 

Method: ML - Binary Logit (Quadratic hill climbing) 

Date: 03/03/13   Time: 10:05   

Sample: 1 100   

Included observations: 100   

Convergence achieved after 8 iterations  

Covariance matrix computed using second derivatives  

________________________________________________________ 

Variable Coefficient  Std. Error  z-Statistic Prob.      . 

GE -0.829128    1.103680 -0.751240 0.4525 

AG -0.189422    0.077236 -2.452504 0.0142 

NF -0.998671    0.612995 -1.629168 0.1033 

ED 0.610582     0.580724     1.051414                 0.2931 

EK 1.862042     0.636361 2.926077                 0.0034 

ES 0.624987     0.724350 0.862824  0.3882 

JP -0.979717    0.622628 -1.573521 0.1156 

IN 9.75E-05     3.25E-05 3.002061                 0.0027 

C -0.969619   5.325528 -0.182070 0.8555     . 

Mean dependent var  0.500000 S.D. dependent var    0.502519 

S.E. of regression   0.218845 Akaike info criterion  0.502417 

Sum squared resid   4.358258 Schwarz criterion    0.736882 

Log likelihood  -16.12085 Hannan-Quinn criter. 0.597309 

Restr. log likelihood -69.31472 Avg. log likelihood   -0.161209 

LR statistic (8 df) 106.3877  McFadden R-squared 0.767425 

Probability (LR stat)  0.000000    

Obs with Dep=0 50  Total obs 100 

Obs with Dep=1      50 

_________________________________________________________ 

Source: Survey data (2013) 
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Conclusion and Policy Implications 

 

E-banking can offer speedier, quicker and dependable services to the customers 

for which they may be relatively satisfied than that of the traditional system of 

banking. E-banking not only generates latest viable return, it can serve 

customers better. The customers of banks today are not concerned as much 

about the safety of their funds as much as increased returns on their 

investments. They demand efficient, fast and convenient services. E-banking 

reduces transaction costs and saves time. E-banking customers are increasing 

worldwide but its adoption is very low in Sri Lanka. In Sri Lanka, banks as the 

E-banking service providers and customers as the beneficiaries, are still not 

making the real use of E-banking adequately. The majority of E-banking 

customers are employed in the private sector. Only very few customers are 

employed in the government sector. The number of government sector 

employers is significant in the sample of non E-banking users. The most 

important awareness factors of E-banking are ófriendsô and óself awarenessô. 

Level of English knowledge, educational background, employment sector and 

income positively affect the demand for E-banking at Sampath Bank. 
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Introduction 

 

In the background of the unprecedented innovations of information and 

communication technology together with the liberalization of the financial 

sector, electronic applications are emerging all around the world. This 

technological development does not exclude any sector in the society and make 

significant impact on the transaction process. As a result of that credit card has 

become to the society as a financial instrument. At the same time the Sri 

Lankan financial institutions are also innovatively introduced customer centric 

products and services drastically reducing transaction times. Therefore these 

institutions have introduced an entire gamut of financial services. It makes a 

considerable influence on transaction process. As a result of that credit card has 

become more popular among people by making the transaction easier. It is an 

efficient payment tool for daily shopping and payment needs. The credit card 

users can spend futureôs money today (Chirapanda and Yoopetch, 2008).  

 

The theoretical background of this study is the consumer behavior in the credit 

card market. Consumer behavior is the study of individuals, groups, or 

organizations and the processes they use to select, secure, and dispose of 

products, services, experiences, or ideas to satisfy needs and the impacts that 

these processes have on the consumer and society. It blends elements from 

psychology, sociology, social anthropology and economics.  
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Consumer behaves in different ways in the credit card market. The literature 

identifies demographic and socio-economic characteristics of credit card users 

as significant predictors of practices in the use of credit cards. Some of the 

demographic and socio-economic characteristics were found to be significant in 

describing consumer credit card ownership and usage practices are age, gender, 

marital status, the level of education, the number of dependents in the family, 

monthly income, the length of credit card ownership and debt ceiling.  

 

After issuing a credit card with a suitable credit limit according to the card 

holder financial needs and ability, they can use card to make purchases. 

Therefore their usage has gone up dramatically all over the world. Credit card 

usage in Sri Lanka is also increasing significantly with parallel to the global 

situation. Total number of credit cards in use was 862,340 in 2011 indicating 

that 10.8% increase compare to the 2010 (Central Bank of Sri Lanka, 

2012).This is further evidenced by high increase in the volume of electronic 

point of sales outlets and reward schemes and incentives offered by credit card 

issuer to promote credit card usage (Central Bank of Sri Lanka,, 2008).People 

use more money when using credit card compared to cash purchases (Soman, 

D. 2003). People also spend less when look at their expenses in detail. Credit 

cards are all set to make a definite impact on life style of people (Pangigraphy 

1999). They also allow consumers to satisfy their needs without waiting (Tunali 

and Tatoglu, 2000). Therefore such benefit can change consumer habits and 

change spending. 

 

Considering the significance of the study, many researchers have address the 

various aspects regarding the credit card usage, there were very few attempts to 

identify the relationship between credit card usage and expenditure pattern. 

Considering Sri Lanka very limited researches have done related to this area. 

Therefore identify the link between the credit card usage and itsô impact on 

expenditure pattern is important. Therefore this research was also designed to 

identify the impact of credit card usage on consumersô expenditure pattern. 
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Objectives 

 

The main objective of this study is to identify the impact of credit card usage on 

consumersô expenditure pattern.   The specific objectives of the study are: (i) do 

identify the effects of socio economic factors on monthly credit card 

expenditure; (ii)  to examine the impact of credit card features on monthly credit 

card expenditure of the card holders; and (iii) to find out the payment practices 

of the card holders. 

 

 

Methodology 

 

Primary data were obtained through the interview method by using the 

questionnaires. Therefore 100 respondents were selected in Galle Four Gravets 

DS division in Galle district using random sampling method.   Secondary data 

were collected mainly from Bank records, Annual reports, Internet, Magazine, 

Journals and books etc.   The multiple regression model used to analyze the data 

is:  

Q= ɓ0+ ɓ1X1+ ɓ2X2+ ɓ3X3+ ɓ4X4+ ɓ5X5+ ɓ6X6+ ɓ7X7 + ui 

 

The dependant variable was the monthly credit card expenditure. Independent 

variables were socio economic characteristics of the card holder such as 

income, Age, education ect. 

 

Results and Discussion 

 

 

 

 

 

 

 

 

 

 

 

Figure 01: Types of purchases using credit 

card 
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Figure 2:  Impact of Credit Card Usage to Increase Spending 

 

 

 

 

 

 

 

 

 

 

 

 

 

                       Figure 03: Number of times the credit card used 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The regression equation was 

 

Q = 46479.3 + 0.499X1 +4451.783X2 + 4521.221X3 +3322.37X4+183.21X5-

3694.84X6-5756.53X7 
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Considering the goodness of fit (R
2
) of the model was 73%.    

 

Monthly income, number of dependence, number of credit card holders within a 

family and leaves take per month were significant factors for monthly credit 

card expenditure. Marital status, total number of credit cards owned, length of 

ownership and income level were significant factor to determine the card 

holdersô Payment practices. Credit limit, credit card usage frequency and total 

number of credits cards owned were significant credit card features. Most 

people (79%) would not consider about the price of the product when they used 

their card for transactions. The current community mostly used their credit card 

for food consumption which was recorded 27%, followed by gasoline as 23%.  

 

 

Conclusion and Policy Recommendations  

 

There was a difference in the monthly expenditure after using the credit card 

which means that caused to increase the spending level of a family. Monthly 

income, number of dependence, number of credit card holders within a family 

and leaves take per month were significant  socio-economic factors in 

determining the monthly expenditure on credit card. There was a significant 

relationship between the Credit limit, number of times credit card used and total 

number of credit cards owned with monthly credit card expenditure. For 

instance, Themba & Tumedi, (2012) identified that total number of credits cards 

owned have a significant impact on monthly credit card expenditure. Card 

holdersô marital status, total credit cards owned, length of ownership and 

income level were significant factors in determining the payment preferences of 

them. With regard to the payment preferences, several previous researches 

(Chen & Devaney, 2001; Kim & Devaney, 2001; Jirotmontree, (2010) found 

total credit cards owned and monthly income level were significant factors in 

determining the payment preferences of them. Considering the policy 

recommendations the government should promote the awareness programs to 

emphasize the gravity of unplanned spending and debt trap. As well as itsô 

needed to expand the places that accepted credit card as a payment tool.  Itsô 

needed to introduce new technology to the credit card market specially to the 

retailers to provide better services to the credit card users. 
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Introduction  

 

It is widely discussed that the technology can be substituted for labour and 

hence reduces the employment opportunities for the people. Automated Teller 

Machines (ATMs) are located by the banks at convenient places such as at the 

airports, railway stations and not only at the bankôs premises. ATMs were 

created for both marketing and operations implications.  

 

Dunne et. al. (1996) have examined the relationship between technology and 

secular changes and cyclical dynamics concluding that technology could be 

used for nonproductive labour share or technology could substitute for labour 

while Rugambina (1994) has investigated perceptual and demographic variable 

to unearth factors that are more important for the usage of ATMs. Kumar et.al 

(2011) explained that ATMs are substitute for tellers.  Attention for the 

substitutability of the teller and ATMs has become the area that has not been 

covered by the previous researchers. Therefore researcher selected that area by 

following Kumar et.al (2011).According to the evidence of the researches 

showed that investments on ATMs have generated bothpositive and negative 

impacts towards the bank. 
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Objective 

 

Research has been conducted in both customer and institutional point of view. 

In organizational point of view, investments on automated systems based on 

Information Technology (IT) generate positive impact on the performance of 

the organization (Dunne et. al., 1996and Kumar et.al,2011). Customer 

satisfaction has examined with technology and found that customers are more 

satisfied with technological interventions than human interventions 

(Rugambina, 1994). Rifkin (2009) carried out a research from the point of view 

of employees and identified their preferences towards technology based systems 

and they have demonstrated that job opportunities have been eliminated by 

technology.Productive contribution of automated systems based on IT have 

been examined (Wilson, 1995 as cited by Kumar et.al, 2011) and found that 

productive contribution of IT is insufficiently small. Rifkin (2009) explained 

that technological innovations rapidly eliminate the work opportunities.  

 

Thus, the objective of the research paper is to measure the degree of substitution 

of ATMs for number of tellers by the Bank of Ceylon(BOC), Sri Lanka.  

 

 

Methodology 

 

The study uses annual secondary time series data from 1990 to 2011 and 

employs a generalized form of the production function(Constant Elasticity of 

Substitutability production function) for following reasons.  

i. Elasticity of substitution between parameters is constant on their 

domains. 

ii. This allows to easily identifying the relationship between ATMs and 

Tellers.  

iii.  This approach has clearly defined the degree of substitutability between 

ATMs and tellers.  

 

Thus, the Constant Elasticity of Substitution (CES) production function is 

defined as,  
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Ὂ ὪὃȟὝ  ‌ὃ  ρ ‌Ὕ ééééééééééééé.é.. (1) 

 

where, 

ὃ is the number of ATMs,Ὕ is number of Tellers, Ŭ is the share 

parameter and ɟ is the degree of substitutability between the inputs.  

 

Partially differentiating the function, final double log linear function is derived 

as follows, 

 

ὰέὫ  ὰzέὫ  ὰzέὫ éééééé...é (2) 

 

where, 

ὖ is the cost per ATM and ὖ is the cost per teller. 

 

In order to estimate the above double log linear function following log linear 

regression model has been used. 

ὰέὫὔὙ  ‍

 ‍ὰέὫὅὙéééééééé..éééééééé.. (3)                                              

 

where,  

ὔὙ is the number of ATMs to number of tellers, ὅὙ is the cost per 

ATM to cost per teller, ‍ is the constant term and‍ is the extent to 

which a change in the cost per ATM to cost per teller changes the 

number of ATMs to number of tellers. 

 

Time series datarelated to ATMs are available from 1990 as BOC formally 

introduced ATMs to their customers in 1990.  Researcher has adopted 22 

observations from 1990 to 2011. Increasing in the number of observations 

would provide a robust result, but at the moment it is not possible. 
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Results  

 

                           Table 1: Results of the Unit Root Test 

 

Variable t - statistic Prob. 

ὰέὫὔὙ -4.720298 0.0013** 

ὰέὫὅὙ -6.084946 0.0392* 

Notes: ** and * indicate significant levels at 1% and 5% respectively 

Source: Authors calculation using E-views 7. 

 

According to the results of the Augmented DickeyïFuller test, both Log CR and 

Log NR are stationary and therefore they are used for analysis (Table 01). 

 

  Table 2: Results of the Log Linear Regression Model 

 

Variable Coefficient SE t-statistic Prob. 

Intercept   -0.115758 0.097532 -1.18687 0.0492* 

Cost per ATM/Cost per 

teller         

-1.361964 0.143446 -9.32914 0.0230* 

     Note: * indicates the significant level at 5%. 

 

R-squared                   0.813141Adjusted R-squared     0.803799 

Sum Squared Resid     1.269394    Prob. (F-Statistic)        0.021000 

Durbin - Watson stat.   1.473309 

 

According to the analysis, all are significant at 5 percent level. One percent 

increase in the cost per ATM to cost per teller, decrease 1.36 percent in the 

number of ATM to number of teller. 81.31 percent of variation of the dependent 

variable is explained by the independent variable. For 22 observations and one 

explanatory variable, Ὠ= 1.24 and Ὠ  = 1.43 at the 5 percent level. Thus, no 

autocorrelation is present in this model. 
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Comparison of CES production function with other cases 

Case 1: CobbïDouglasproduction function 

CES production function (equation 2) could be converted into a Cobb-Douglas 

production function, in the limit when”O π.As this expresses the linear 

substitution, setting ” πin the limits, the derived function is, 

 

Ὂ ὪὃȟὝ  ὤὃὝ éééééééé (4)                                      

 

The calculated CobbïDouglas production function received sum squared 

residual of 1.470454. The obtained sum squared residual in CES function is 

1.2694. Therefore it is denotes that CES production function explains better 

than Cobb-Douglas production function. 

 

Case 2: No substitution 

CES production function (equation 2) could be used to depict the situation of no 

substitution, in the limit when O ‌ . Setting” ‌ in the limits, obtained the 

constant term of the Leontief production function. The obtained sum squared 

residual in CES function is 1.2694 while in the case of no substitution it is 9.51, 

which depicts that CES production function is more appropriate to conduct the 

analysis 

 

Figure 1: Log NR (number of ATMs/ number of tellers):  Data, CES Production  

               Function, Cobb-Douglas Production Function and No Substitutability. 
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Under that case constant value of log NR has been obtained and following 

figure shows the graphical presentation of the log NR with other cases.  

 

Estimation of the degree of substitutability between ATM and Teller (ⱬ) 

Considering equation 2, one can derive, the elasticity of substitution as  

‍  éééééééééééé... (5)                                                     

Solving equation 5 for”, 

”   ρééééééééééé. é. (6) 

 

According to regression result, ‍= -1.36 and therefore, the value of ” is 0.26. 

Thus, the degree of substitutability between ATM and teller is 0.26.  

 

 

Conclusion and Policy Recommendation 

 

As per the results of the study, one automated teller machine can replace 0.26 

tellers.According to the findings of the Kumar et.al (2011) degree of 

substitutability between teller and ATM is 0.56. Chang and Schorfheide (2003) 

as cited by Kumar et.al (2011) have reported 0.4 substitutability of technology 

in household sector. This depicts that ATMs were not perfectly substitute for 

teller because the degree of substitutability is less than one.  

 

The degree of substitutability is between 0.4 and 0.6 for previous researches, 

but in the research it is 0.26. The reason is that previous researches have been 

done for household and agricultural sector, but the research has been carried out 

in financial sector.  

 

This study is an original work in terms of the data and application with regard 

to the selected bank and country. The researcher could not find any research 

done with respect to any Sri Lankan bank. 

 

Decreasing cost per ATM than cost per teller was the one of the major reason to 

the expansion of ATMs. These require identifying new or enhancing policies 

regarding the employment and investment in ATMs.As any increase in ATMs 
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cause a threat to employment opportunities in the bank and these would add to 

the unemployment in Sri Lanka, thereby, dampening the economic growth. 

Therefore, there is a necessity in providing training facilities to the existing staff 

and expanding the activities in the bank, so that they can be safely shifted to 

new areas. Apart from thattechnological innovations would help the 

productivity of the bank, thereby increasing the growth in Sri Lankathe bank 

has to invest in technological innovations (ATMs). Thus, there exists a 

necessity of a proper redistribution policy so that the bank and country will both 

be benefited. 

 

Findings of the study could be generalized to a similar bank that has similar 

characteristics to Bank of Ceylon and further exertion are to be done in order to 

generalize the scenario into different contexts. 
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Introduction  

 

Entrepreneurship has been a growing phenomenon in the global context due to 

changes in lifestyles and attitudes of people. However, there are countries that 

see entrepreneurship as a risky or even the least preferred option for 

employment, out of which Sri Lanka in most instances has been such a country. 

The intention behind this particular study is to check on the resistance towards 

entrepreneurship by undergraduates of private universities.  

 

According to Gamage and Wijesooriya, (2012:14), there are 46 private higher 

education institutions in Sri Lanka. The number of graduates produced by the 

Sri Lankan private sector higher education industry has gradually increased in 

the years 2008-10. This also could imply that the need and demand for private 

higher education is on the rise.  

 

Whereas the percentage of private graduate output in terms of the total 

graduates produced is only 14%, while the majority is accounted for by the 

public sector of the industry. It is also seen that most graduates from the private 

sector come out of the IT stream that comprises approximately of 57%.  

 

When considering unemployment figures and their issues, self employment 

could be one of the key factors for the reduction in the levels of unemployment 

in the country; this is where resistance towards entrepreneurship become 

relevant.  

 

In relation to the status of employment of employed people in Sri Lanka in the 

year 2011, private employees are in the majority of 40.5%, where the 

percentage of own account workers accounted for 31.5%. At the outset it may 
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give an impression that the second preference for individuals in terms of 

employment after private employment is for entrepreneurship. However, the 

majority of this 31.5% of entrepreneurs are employed in the agriculture sector 

of the country. In the case of own account workers, more weightage exists in 

the agricultural sector implying that lesser number of entrepreneurs represent 

the industrial and service sectors. Due to lower penetration of entrepreneurship 

in the industrial and services sectors it is more likely to increase unemployment.  

Therefore it could be said that high level of entrepreneurial resistance of 

undergraduates in Sri Lanka causes a lower participation of entrepreneurship in 

industry and service sectors of the country. 

 

The research problem identified in this case study is that the lower penetration 

of entrepreneurship in the industrial and services sectors may not assist to 

reduce unemployment levels in Sri Lanka. Based on the literature, the research 

questions can be formed as: 

(i) What is the level of resistance towards entrepreneurship of private 

undergraduates in Sri Lanka?ò 

(ii)  What factors associate with the level of resistance towards 

entrepreneurship of private  undergraduates in Sri Lanka?ò 

(iii)  What is the direction of relationship of those factors towards 

entrepreneurial resistance?ò 

 

 

Objective 

 

The objectives of the study are to identify the level of resistance towards 

entrepreneurship of private sector university undergraduates, identify the factors 

affecting such resistance and to find the direction of relationship of those factors 

with resistance towards self-employment.  

 

 

Methodology 

 

Conceptual Framework 

This is a framework that provides a basis in which to determine the relationship 

between the independent and dependent variables and also to assess the impact 

of the independent variables on the dependent variable illustrated below: 
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Hypothesis 

The following set of hypotheses (see appendix 1) has been derived from the 

conceptual framework in order to prove the relationship between the each 

indicator (from each independent variable) towards the dependent variable. 

There is a possibility that the variables may have no relationship between each 

other (null hypothesis) or vice versa. This is established in the section of data 

analysis.  

 

Data Analysis 
Three institutes- Imperial Institute of Higher Education (IIHE), Asia Pacific 

Institute of Information Technology (APIIT) American National College (ANC) 

were identified for the survey to undertake this study. One hundred and fifty 

questionnaires were distributed to respondents where each institute was 

provided with fifty questionnaires each.  

The study was undertaken under descriptive and inferential analysis using 

SPSS. A descriptive study includes the basic analysis of general information 

through pie charts, bar charts and frequency tables whereas the inferential 

analysis of data would consist of statistical tools chi-square test and cross 

tabulations.  

 

Resistance towards 
Entrepreenruship 

Socio-Demographic 
Background 

Financial Stability 

Stream of Study 

Attitudes 

Dependent Variable Independent Variables 
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Findings of Study 

 

Descriptive Analysis 

It was identified that the majority of respondents are males (54%). Also most of 

the undergraduates are aged between the 20-25 age category whilst 113 of them 

represent the Western province of the country. With regard to the dependent 

variable of resistance towards entrepreneurship, both male and female prefer the 

private sector most and self-employment being the second most preferred 

choice of employment. Another unique response gathered was that females 

have more preference towards public sector employment when compared to 

males.  

 

In terms of constraints that the respondents face in relation of self-employment, 

a cross-tabulation was formed for each type of constraint against gender of the 

respondent. Through such formation of cross tabulation it was found out that in 

general capital investment was seen as the most common constraint where it 

accounted to 83 undergraduates, out of which 53 were males. Most females 

thought that lack of knowledge, fear of failure and cultural barriers were major 

constraints in taking up self-employment, that too with regard to cultural 

barriers out of the 26 counts around 80% of respondents were females. A 

notable fact was also that out of the 150 respondents only two respondents 

believed that there is no constraint of any sort.  

 

Inferential Analysis 

This includes an analysis of data using the chi-square test and cross tabulation 

in order to assess the relationship between the independent variables and the 

dependent variable identified in the conceptual framework of this study.  The 

chi-square test was used to identify if any association existed between the 

indicators and the dependent variable, where significance below 0.05 implies 

that an association existed.  The cross tabulation was incorporated to identify 

the direction of relationship of such association, where in each case where a 

significance existed, the direction of relationship was found positive. For an 

example, as household income increased the level of resistance towards 

entrepreneurship increased. The same applies to the indicator of ability to 
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allocate funds for the degree program, indicator of attitude and the indicator of 

risk taking ability from the independent variable of Attitude.  

 

 

 

Conclusion 

 

In conclusion, it could be said that factors namely of Financial Stability and 

Attitude consisted of indicators that had an association with resistance towards 

entrepreneurship by private undergraduates whereas other factors like Socio-

Demographic Background and Stream of Study did not possess any sort of 

relationship with the dependent variable. However, these may not be the only 

factors that could be considered to have an association with the dependent 

variable. Other external factors could be identified through further future 

research on this topic.  
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Appendix 1: 

Socio-Demographic Background 

  

Financial Stability 

 

Stream of Study Attitude  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Indicato

rs  

Significanc

e of 

relationshi

p  

Direction 

of 

relationshi

p  

Age  Insignifican

t  (p> 0.05)  

N/A  

Family 

Job 

Status  

Insignifican

t  (p> 0.05)  

N/A  

Indicators  Significance of 

relationship  

Direction of 

relationship  

Household 

Income  

Significant  (p< 

0.05)  

Positive  

Steady 

Family 

Income  

Insignificant  

(p> 0.05)  

N/A  

Fund 

Allocation  

Significant 

(p<0.05) 

Positive  

Personal 

Expenses  

Insignificant 

(p>0.05) 

N/A  

Indica:  Significa

nce of 

relations

hip  

Direction of 

relationship  

Stream of 

Study  

Insignific

ant  (p> 

0.05)  

N/A  

Affiliation  Insignific

ant  (p> 

0.05)  

N/A  

Corporate 

Exposure  

Insignific

ant  (p> 

0.05)  

N/A  

Entreprene

urial 

Modules  

Insignific

ant  (p> 

0.05)  

N/A  

Indicators  Significance of 

relationship  

Direction of 

relationship  

Attitude  Significant 

(p<0.05)  

       Positive  

Need  Insignificant  

(p> 0.05)  

N/A 

Personality  Insignificant  

(p> 0.05)  

          N/A 

Level of 

patience 

and 

tolerance  

Insignificant  

(p> 0.05)  

          N/A 

Level of 

innovation  

Insignificant  

(p> 0.05)  

           N/A 

Risk  Significant 

(p<0.05)  

Positive 
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Appendix 2: 

Socio-Demographic Background 

Hypothesis 1:  

H0a: There is no relationship between Age and the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

H1: Age is associated with the Resistance towards entrepreneurship of private 

university undergraduates in the Western Province. 

Hypothesis 2: 

H0b: There is no relationship between Family Job Status and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H2: Family Job Status is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

Financial Stability 

Hypothesis 3: 

H0c: There is no relationship between Household Income and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H3: Household Income is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

Hypothesis 4: 

H0d: There is no relationship between Steady Family Income and the 

Resistance towards entrepreneurship of private university undergraduates in the 

Western Province. 

H4: Steady Family Income is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

 

Hypothesis 5: 
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H0e: There is no relationship between Fund Allocation and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H5: Fund Allocation is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

 

Hypothesis 6: 

H0f: There is no relationship between Personal Expenses and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H6: Personal Expenses is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

Stream of Study 

Hypothesis 7: 

H0g: There is no relationship between Stream of Study and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H7: Stream of Study is associated with the Resistance towards entrepreneurship 

of private university undergraduates in the Western Province. 

Hypothesis 8: 

H0h: There is no relationship between Affiliation and the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

H8: Affiliation is associated with the Resistance towards entrepreneurship of 

private university undergraduates in the Western Province. 

Hypothesis 9: 

H0i: There is no relationship between Corporate Exposure and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 
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H9: Corporate Exposure is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

 

Hypothesis 10: 

H0j: There is no relationship between Entrepreneurial Modules and the 

Resistance towards entrepreneurship of private university undergraduates in the 

Western Province. 

H10: Entrepreneurial Modules is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

Attitude  

Hypothesis 11: 

H0k: There is no relationship between Attitude and the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

H11: Attitude is associated with the Resistance towards entrepreneurship of 

private university undergraduates in the Western Province. 

Hypothesis 12: 

H0l: There is no relationship between Need and the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

H12: Need is associated with the Resistance towards entrepreneurship of 

private university undergraduates in the Western Province. 

Hypothesis 13: 

H0m: There is no relationship between Personality and the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

H13: Personality is associated with the Resistance towards entrepreneurship of 

private university undergraduates in the Western Province. 

Hypothesis 14: 

H0n: There is no relationship between Level of Patience and Tolerance and the 

Resistance towards entrepreneurship of private university undergraduates in the 

Western Province. 

H14: Level of Patience and Tolerance is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 
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Hypothesis 15: 

H0o: There is no relationship between Level of Innovation and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H15: Level of Innovation is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province. 

Hypothesis 16:  

H0p: There is no relationship between Risk Taking Ability and the Resistance 

towards entrepreneurship of private university undergraduates in the Western 

Province. 

H16: Risk Taking Ability is associated with the Resistance towards 

entrepreneurship of private university undergraduates in the Western Province.  
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Introduction  

 

Education and relevant skills are considered as necessary conditions for good 

labor market outcomes for individuals. Over the past decade, the number of 

students at higher education level has more than doubled in Sri Lanka 

(University Grants Commission, 2012). One of the main purposesof entering 

higher education, especially for university education, is to gain a suitable job 

with good compensation. But most university students are unable to find 

appropriate jobsin the job market (Central Bank 2010). With the rapid changes 

in job market, employers have been very much concernedto recruit capable 

employees with vast experience, skills, knowledge and attitudes thereby they 

can make the maximum benefits from them.Generally, higher level of education 

and longer tenure are expected to have a positive impact on employability. 

Mincer (1991) assumed that employees that have long years of education are 

able to find suitable jobs easily However, Groot and Maasen (2000) found that 

education has no significant impact in making workers more employable.In this 

scenario, global level universities are very much concerned with graduate 

employability as a means of overcoming the problem of graduate employment. 

So it is important to be in the position of being employable by being equipped 

with the determining skills or factors which leads to employability.  

 

Employability is commonly seen as one of the indicators of the rapid changes 

associated with the globalization era of the past two decades. Employment and 

employability is not thesame thing and should be differentiated (Lee, 2002). 

Being employed means having a job and being employable means having the 

qualities needed to maintain employment and development in the workplace. 
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Nevertheless the theory of employability can be difficult to identify due to 

many factors that contribute to the idea of being employable. According to the 

research conducted by Hillage and Pollard (1998) in UK, ñEmployability is 

about being capable of getting and keeping fulfilling workò. They proposed that 

employability consists of four main elements named ñemployability assets, 

deployment, presentation and finally external assetsò (Pool and Swell 2007).  

 

Further, Billing (2003) adds employers want employees who are ñeffective 

communicators, problem solvers and critical thinkers, and can work well within 

a teamò (Billing, 2003). Amongst the numerous listings which identify the skills 

and attributes sought by employers, AGCAS Employability Briefing (2003), 

suggests the most important are: ñmotivation and enthusiasm, interpersonal 

skills, team working, oral communication, flexibility and adaptability, initiative, 

productivity, problem solving, planning and organization, managing own 

development and written communicationò (HEA, 2006).Coldstream (1991) 

pointed out the communication and teamwork skills as some of the employersô 

expected characteristics of graduates. Strobart (1991) mentioned broad skills 

such as analytical, creativity, mathematical knowledge, literacy, motivation and 

leadership qualities of graduates are considerable factors in job market 

(Gunawardena,1997).  

 

For the private sector employments manual/social/intellectual skills, 

knowledge, understanding and attitudes are some requirements (Cole, 1993). 

According to the ñPedagogy for Employability Groupò (2004), they have been 

provide a list derived from research carried out over the last 25 years and 

suggested that employers expect generic skills have been developed in 

graduates and it included, creativity, flexibility, willingness to learn, working in 

a team, good oral communication, numeracy, time management and so on (Pool 

and Sewell, 2007). As per the survey conducted by the Chamber of Commerce 

in Sri Lanka in 1999 has mentioned that óthe ability for effective 

communication skills along with English, ability of interpersonal relationships, 

ability of leading a team and getting the results within a short time, ability of 

prioritization of work; initiation of work and intention of its development, open, 

proactive and pragmatic mind,  computer literacy, ability of logical and rational 

thinking,  general knowledge and personal hygiene and office and social 
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etiquetteô as expected attributes and qualities by the employers from the 

graduates in addition to their academic qualifications. It can be argued that 

these factors cannot be developed by academic learning and evaluation 

methods. 

 

 

Objectives of the Study 

 

The study was aimed to identify the determining factors ofstate university 

graduates employability. 

 

 

Research Methodology 
 

This study was designed to identify the factors which significantly influenced to 

the employability based on literature.Employers were asked to respond to the 

statements using a five-point Likert scale ranging from 1 (Strongly Disagree) to 

5 (StronglyAgree). Additionally respondents were instructed to rate the level of 

importance of each items listed pertaining to employability skills. The 

population for the study consisted of 50 recruitment officers/ managers from 

private companies in Colombo district. The data was collected by distributing 

questionnaires and expertise interviews. Questionnaire was developed based on 

the knowledge gained from past studies conducted by international and local 

researches, institutes and applied only the most suitable variables for the Sri 

Lankan context. In the literature, the most commonly referred to individual 

resources that are of significance for employability are knowledge, skills and 

practice. Statistical treatment of the data included the use of the Statistical 

Package for Social Sciences (SPSS).Descriptive statistics were used to 

organize, summarize and describe the collected data. In addition Chronbachôs 

Alpha was used for assessing the reliability of the questionnaire scored with 

aLikert-type scale.  

 

 

Results and Discussion  

 

This study was designed to provide informationregarding the 

factorsdetermining employability skills of Arts graduates in Sri 
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Lanka.Respondents were asked to express their agreement with the significance 

of each factor as its impact on employability. Questions were designed to get 

information about the factors of employability that are expected to follow 

university education. 15 factors were stated under three main components 

named, knowledge, skills and practice. Each factor was tested through a 

statement. 

 

The reliability of the questionnaire was tested by using Cronbachôs Alpha and 

result was presented as indicated below. According to the rules of thumb 

provided by George and Mallery (2003), > .7 value of Cronbachôs Alpha 

specify the reliability of the given questionnaire.  

 

Overall Reliability of the Questionnaire is: 

Chronbachôs Alpha  = 0.72 

Number of questions  = 15 

 

Table 2: Profile of Respondents 

Items   Frequency  Percentage (%) 

Gender Male  37 74 

 Female 13 26 

Education Level Certificate - - 

 Diploma 7 14 

 Bachelorôs Degree 31 62 

 Masters and Above 12 24 

Current Position Level Executive             38 76 

 Senior Management 12 24 

Working Experience Less than Two  - - 

   (Years) Two ï Four 15 30 

 Four ï Six 25 50 

 More than Six 10 20 

Source: Survey, 2013 

 

The demographic items of the study are presented in the below table 2, ñprofile 

of respondentsò. Out of these respondents, 74% of respondents were male 

whilemain 26% were female. As for education level, it is found that most of the 

respondents were degree holders and executives. These respondents held 
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various types of bachelorsô degrees from local and foreign universities. Also 

50% of respondents were well experienced in their professions.    

 

Respondents express their level of agreement with the given factors separately 

that they found as determining factors of graduates employability in Sri Lanka. 

Mean values expressed by study for each element under main three factors and 

rank of importance of each element according to the opinion of employers given 

in Table 3. These ranks were used to identify the significance of each factor in 

order to emphasize employersô choice on determining factors. 

 

Questions on the knowledge of graduates basically focused on four factors. 

Table 3 shows the responses of all 50 employers on each factor. 

  

Table.3.Descriptive Statistics on Knowledge of Graduates 

 

Factors Mean Median Mode Std. Deviation Rank 

Field specific theoretical 

knowledge 

K 

N 

O 

W 

L 

E 

D 

G 

E 

3.76 4 4 .847 4 

Grade of the degree   2.94 3 2 .935 2 

Specialized in one subject 

area 

2.98 3 4 1.000 3 

Num. of researches done 

during the  

University period 

2.88 3 2 1.154 1 

Rank; 1= Least Important   4= Most Important 

 

As per the ranking ñField specific theoretical knowledgeò rankedas the most 

important factor that majority of respondents placed their agreement as a 

determining factor under employability. Respondents expressed their level of 

agreements of graduates skills based on their experiences of recruitment and 

working with graduate employees. According to the below table 4, 

mean,median and standard deviation values for employers responses are 

fluctuated in between 2.80and 3.76. 
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Table 4: Skills of Graduates 

 

Factors Mean Median Mode Std. D: Rank 

Oral and written communication 

skills in English 

 

 

 

 

 

S 

K 

I 

L 

L 

S 

 

 

3.56 4 4 .907 5 

Extra-curricular activities in the  

university (Adoptability) 

2.90 3 3 .707 2 

Ranks / Positions hold in University 

committees / clubs (Decision 

Making)  

3.66 4 4 .930 6 

Num. of events organized in the  

University (Organization & 

Planning) 

3.32 3 2 1.205 3 

Active participation in student union  

activities (Leadership) 

2.80 3 2 1.010 1 

Familiarity with Information 

Technology 

3.43 3.5 4 .895 4 

Sport colors / team membership 

(Team Working) 

3.76 4 4 .870 7 

Rank: 1= Least Important,       7=Most Important 

 

As shown in Table 5, it is reported that the mean values of óobtaining field 

training as a part of a degree programô and óworking experience during the 

university periodô were ranked as determining factors of graduate 

employability.  

 

According to the results of the study, it can be concluded that the some factors 

under three componentswere identified as determining factors for employability 

of graduates. By its names those factors wereóField specific theoretical 

knowledge andSpecialized in one subject areaô under ñknowledgeò component, 

óSport colors / team membership (Team Working), Ranks / Positions hold in 

Universitycommittees / clubs (Decision Making), Oral and written 

communication skills in Englishô under ñskillò component and óObtaining field 

training as a part of the degree program, Working experiences during 

theuniversity periodô under ñpracticeò component. Nevertheless the mean 

values of the mentioned factors are close to the ñagreeò level of respondents as 

determine factors of graduatesô employability 
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Table 5: Descriptive Statistics on Obtained Training and Work Experience of 

the Graduates 

Factors Mean Median Mode Std. D: Rank 

Completing degree within the 

given period (3 - 4) 

P 

R 

A 

C 

T 

I 

C 

E 

3.42 4 4 1.062 2 

Obtaining field training as a part  

of the degree program 

4.30 4 5 .707 4 

Having external professional 

courses  

parallel to the degree program 

3.18 3 3 .720 1 

Working experiences during the 

 university period 

3.98 4 4 .892 3 

Rank; 1=Least Important      4=Most Important 

 

 

Conclusion  

 

Especially the factors under ñpracticeò component reported as the most 

significant throughout all the factors tested by the study. However the ultimate 

outcome of the study illustrates majority of the private sector employers give 

their first priority to professionals having training and experience with field 

specific theoretical knowledge and decision making, team working skills. 
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Introduction  

 

Medical care is an input to the production of health. The importance of health 

has been recognized as a form of human capital for producing income and 

performing other activities (Grossman, 2000). People get treatment for their 

health problems under western medicine as well as complementary and 

alternative medicine. Western medicine can be identified as the most 

widespread and modern medical care system in the world. Complementary and 

alternative medicine refers to a variety of health practices as Siddha, Ayurveda, 

Unani, homeopathy, acupuncture, herbs, yoga etc.  

 

According to Grossman (1972), health demand consists of two elements, viz. 

consumption effect and investment effect. Considering consumption, health 

makes people feel better and yields utility while investment increases the 

number of healthy days to work and to earn income. Further, three hypotheses 

concerning the impact of age, education and wage rate on the demand for health 

were examined by Grossman. A higher elasticity of demand will cause a huge 

decrease in the optimal stock of health with age while the demand for medical 

care rises with the wage. As for education, the more educated people would 

demand more health but less medical care.  
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Wagstaff (1986) conceptualized individual demand for health as based on the 

indifference map, the health production function and abudget constraint. In this 

view an individual likes to attain the highest indifference curve because it offers 

more consumption for a given level of health. The relationship between health 

inputs and health output is represented by a health production function, which is 

positive. The budget constraint indicates that individuals have only limited 

income to finance their health production and consumption activities.  

 

In an empirical study, Acton (1975) found that high income earners are more 

likely to use the private sector medical care. Further he concluded that being a 

male, having health insurance by a family member and the distance to the 

service provider were significant factors related to demand in western medical 

care. Conversely Feng (2007) estimated the effect of medical insurance as not 

being significant for demand in western medical care. Some studies found a 

strong association between demand for western medical care and education 

(Fabbri&Monfurdini, 2002; Sahn, 2003; Sarah, 2004). Considering the gender 

and demand for medical care some researchers concluded that females are more 

likely to demand medical care (Miller, 1990; Eisenberg, 1991; Blais et al., 

1997; Votova, 2003; Arcury et al., 2006).Regarding religion, Bello (2005) 

found that there was an inverse relationship with alternative medical care and 

religion. Age was identified as a significant factor in demand for alternative 

medical care by Zhang, 2006; Grants, 2007 and Sahn, 2009.Peter (1982) and 

Sandra (2002) concluded that residence sector affects demand for western 

medical care. 

 

Further, Guethlin et al (2009) found a significant association between 

alternative medical care and employment status.Upchurch &Chyu (2004), Wade 

(2008), Metcalfe (2010) and Herman et al (2004) showed that there was a 

strong relationship between illness factors and demand for medical care. 

According to Zhang (2006),Guethlin et al (2009),Kanodia et al (2010) and 

Chang et al (2011),side effects and health beliefs affect the demand for medical 

care.  

 

In the Sri Lankan context, with the rapid ageing of the population, there is a 

growing trend of non-communicable diseases. Most people tend to use these 
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two systems for non-communicable diseases such as asthma, cholesterol, 

hypertension, and arthritis. Demand for medical care of non-communicable 

diseases can be vary according to socio-cultural, demographic, health and 

economic factors. Therefore, to tackle the problem of non-communicable 

diseases it is important to identify the demand for western medicine and 

alternative medicine. Currently, there is a need for research into the 

development of alternative medicine in Sri Lanka and it will be helped for 

policy makers in the health sector. 

 

 

Objective 

 

The main objective of this study is to identify the comparative demand in 

medical care between western and alternative medicine related to non-

communicable diseases. 

 

 

Methodology 

 

The primary data was collected from Arogya private hospital and 

SiddhayurvediniAyurvedic care institute inGampaha. A systematic sample of 

was drawn of 100patients suffering from the non-communicable diseases, 

diabetes, arthritis, blood pressure and cholesterol. A Binary logistic regression 

model was estimated to distinguish the factors that affect demand for alternative 

and western medical care. 

 

 

Result and Discussion 

 

The results of the binary logistic regression are summarized below. According 

to the best fit logistic regression model, region of the residence and education 

are significant regarding the demand for western medical care. 

 

As far as the sector of residence is concerned, by taking the urban sector as the 

reference category, a patient living in the rural area shows a demand forWestern 

medical care which is less than 0.109 times (72.8%) that of a patient living in 
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the urban sector. This finding is consistent with the findings of Peter (1982) and 

Sandra (2002).  

 

 

Table 1: Model with Demand for Medical Care 

 

Dependent variable: Demand for western or alternative medical care  

Source: Sample survey, 2013 

 

The Education level also affects demand forWestern medical care; it decreases 

by 0.028 times (41.1%) for a patient with no schooling relative to those with a 

degree. The demand for western medical care decreases by 0.033 times 

(45.05%) for a patient with eight yearsô education.Education was identified as a 

significant factor in thedemand for medical care by Acton (1975). Conversely, 

Feng et al. (2007) found that lower educated people have a higher demand for 

medical care. When people have a high education level, they have better 

awareness of medical care;therefore they tend to have a higher demand for 

westernmedical care. Similar to this finding, Sarah et al. (2004) found that there 

is a significant association between education level and demand for private 

western medical care. 

 

 

 

 

Variable B P value Exp (B) Reference 

category 

Residential Sector  0.01  Urban 

Rural -2.215 0.002 0.109 

Semi urban 0.138 0.831 1.148 

Education level   0.031  Degree 

No schooling -3.560 0.035 0.028 

5 years -1.222 0.466 0.295 

8 years -3.400 0.006 0.033 

10 years -0.821 0.636 0.440 

11 years -1.205 0.333 0.300 

13 years -1.581 0.187 0.206 

Constant 3.205 0.005 24.647  
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Conclusion and policy implications 

 

The incidence of non-communicable diseases is a burning health issue in Sri 

Lanka. Most people tend to use both western and alternative medical care.  

According to this study, the sector of residence and the education level are 

statistically significant in determining medical care demand for non-

communicable diseases. 

 

In Sri Lanka, the cost of alternative medical care is not covered by the insurance 

system. It is better to introduce a health insurance scheme for alternative 

medical care. It will be very helpful to increase the demand for alternative 

medical care and decrease the cost of medical care in the long run.  
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Introduction  

 

Payments between families at the time of marriage are common practice in 

South Asia and also many areas in Sri Lanka. These payments can be 

substantial enough to affect the wealth distribution of the society, human capital 

and social problems.   

 

The marriage payments come in various forms and sizes but can be classified 

into óGroom price or Dowryô and óBride price or in Islamic term Mahrô.  Groom 

price normally means given gift to the groom or his family either in cash or in 

kind by the bride family during marriage time. Bride price means gift given to 

bride either in cash or in kind by groom during the marriage. The influence of 

groom price is extremely higher than bride price to the societyôs human capital 

in Sri Lanka. Groom price is very high in North, Eastern and South Eastern 

Province and bride price is very high in most of the Muslim areas in Kandy and 

Kurunegala district.  Compared with other Muslim area in Sri Lanka, groom 

price is very high in Ampara Muslim area and bride price is very high in 

Akkuruna Muslim area.  Groom price has risen sharply in year by year in north 

eastern province in recently.  
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Marriage payments are one of the leading socio economic issues in South Asian 

region even in Sri Lanka. However, there are very few literature available in 

this field. Rao (1993), Sen (1998) and Anderson (2003) accepted that human 

capital was the main determinants of groom price. Sharma and Frijters (2007) 

argued that there were positive relationship between groom price and female 

human capital, especially level of education in Patna in India. The endogenous 

growth theory indicated that growth of human capital leads to economic growth 

of a country in the long run (Cortrightimpresa, 2001). In Sri Lanka there were 

no published studies about this linkage. Therefore, this study intends to fill this 

gap in economic literature.  

 

 

Objectives 

 

The objective of this study is to investigate the statistical linkage between 

marriage payments and Muslims education in Sri Lanka.   

 

 

Methods  

 

Data for this study have been collected by participated interview and 

questionnaire method. The list of marriage couples in 2011 and 2012 has been 

taken from Muslim wedding registrar in each village. In that list, 10 percentage 

of sample, particularly 50 families in each village in Ampara district, namely, 

Sainthamarudu, Addalaichanai and Akkarappathu and 120 families in Akkuruna 

have been selected conveniently by the researcher to this study. Researcher and 

assistants interviewed newly marriage couples, parents and family members to 

obtain detail information of wedding, dowry, Mahr, education, professional 

qualifications, properties, salary and family members. Components of payments 

(Jewelry, paddy land, house and house land, vehicles and money) have been 

transformed into monetary term using 2011 and 2012 year prices.   

 

Graphical analysis is used to identify the underlying relationship between the 

selected variables. Confidence ellipse is used to identify the association 

between the variables. 
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E-Views and Minitab statistical softwares have been used for data analysis.  

This study is focusing to investigate the relationship between marriage 

payments and education level.  

 

The Chi-square statistics used to find the association between marriage 

payments and level of education.    

 

Anderson (2004) used demand-supply model to estimate the equilibrium groom 

price in the marriage market and he employed regression method to estimate the 

model. These studies also pursued regression method and demand side model to 

estimate the relationship. In the marriage market in Eastern province in Sri 

Lanka, only groom have economic value but bride does not Groom price is 

different from bride price. Similarly, determinants of groom price and 

determinants of bride price are not identical. Therefore, two different models 

are employed to estimate the determinants of groom price and bride price. 
 

 

The model to identify the main determinants of groom price is developed by 

following way, 

 

),,,,,,,( BGbfbbgfg PQPQPNSMSMSMSADfGP=
 

 

The model to identify the main determinants of bride price is developed by 

following way, 

 

),,,,,,( Gbgbbfg PQNSPAMSMSADfBP=
 

Where, GP: Groom Price / Dowry, BP: Bride Price, PQ: Professional 

Qualifications, MSg: Monthly salary of groom, MSb monthly salary of bride, 

MSbf: Monthly income of bride father, NSb: Number of sisters in bride, A: 

attractiveness of bride and  P: property owned by bride family and groom.  

 

Ordinary least square method is used to estimate the parameters and dummy 

variables used to explain the professional qualifications.  
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Findings  

 

Confidence ellipse indicates that in Ampara district, very high positive 

relationship between groom price and education level of groom (Figure -1A) 

and there is relatively very low positive relationship between groom price and 

education level of bride (Figure 1B). However, Confidence ellipses for bride 

price and level of education of groom (Figure 2 A) and also bride price and 

level of education of bride (Figure 2 B) do not show significant relationship in 

Akkuruna.  

 

 

 

 

 

 

Figure 1: Association between Dowry and Education levels in Ampara 
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Figure 1: Association between Bride Price and Education levels in  

                   Akuruna  
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Regression analysis results
8
 indicate that, óRô square for groom price model is 

0.78 and óRô square for bride price model 0.62. Moreover, residuals diagnostic 

measures support to the robust results. Correlation coefficient between 

independent variables is close to zero. And also, these correlation coefficients 

are not statistically significant. Findings of this study indicate that there are 

several factors highly statistically significant to determine groom price. Grooms 

professional qualifications (P = 0.000)
9
  is highly positively influences to the 

groom price in Ampara district.  Similarly, there are several factors influences 

to determine bride price in Akkuruna. However, Educational qualification of 

groom (P = 0.12037) or bride (P = 0.21808) do not show any influences to 

determine bride price.   

 

The empirical investigation indicate that in some case the average amount of 

dowry given to groom is approximately 100 time greater than brideôs fathers 

average monthly income. Moreover, females are interested to increase their 

educational qualifications to obtain a suitable job to collect groom price for 

                                                           
8
 Owing to space constraints, we only present graphs relating to groom price from the 

survey in Ampara district  and bride price from the survey in Akuruna. However, we 
describe regression results for both places in the text.  
 
9
 Significant Value 
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their wedding. These findings clearly indicate that there is a strong statistical 

linkage between groom price and Muslims education but bride price does not. 

  

 

Conclusion 

 

Today, most of the families are falling under pressure to find appropriate 

partner for their daughters.  Sometimes they need to pay huge price to buy 

suitable husband for their daughter. Professional qualifications and educational 

qualifications of groom play a significant role to determine groom price. 

Females also interestingly involve increasing their levels of education to collect 

dowry. Compared with other part of Sri Lanka, literacy rate of Muslim men and 

Women is very high in Ampara district.  Finally, groom price is significantly 

positively influences on human capital of Muslims in Sri Lanka. However, 

groom price causes several harmful effects on wealth distribution of society and 

females social values.    
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÷ ,xldf» fiajd ¼hqla;sh flfrys w;d;a¼l jegqma  
wfmalaIKj, n,mEu  

 
 Èf,ks .=Kj¾Ok 1 iy iqis,a pñkao kjr;ak 2 

 
 

1wd¾Ól úoHd yd ixLHdk úoHd fomd¾;fïka;=j 
fmardfoKsh úYajúoHd,h" fmardfoKsh 

2uOHu mßir wêldßh" n;a;ruq,a,  
 
 
uQ,slmo: fiajd úhqla;sh" w;d;aúl jegqma wfmalaIK l,ams;h" ;;H jegqm" 

wfmalaIs; jegqm" iïu; fylauka l%ufõoh'  
 
 
ye¢kaùu 
 
Y%S ,xldfõ by< fiajd úhqla;shg n,mdk fya;= idOl ms<sn|j isÿlr we;s 
m¾fhaIKj,§ úúO l,ams;hka y÷kajd§ we;'tu l,ams;hka w;r l=i,;d 

fkd.e,mSfï l,ams;h ^ ILO 1971&" fm< .eiSfï l,ams;h  iy w;d;aúl 

wfmalaIK l,ams;h ^ ILO 1971& jeo.;a fõ'  

 

l=i,;d fkd.e,mSfï l,ams;fhka (Skill Mismatch Hypothesis)ye`.fjkafka 

wOHdmkhla ,o mqoa.,hska ;ukaf.a yelshdjkaj,g jvd by< uÜgfï fyd| 

/lshdjla wfmalaId lrk njh ^ Rama 2003)' fuu l=i,;d fkd.e,mSu" /lshd 

wfmalaId lrkakkaf.a yelshdjka iy fiajd fhdaclhskaf.a wjYH;d w;r;a iy 
mqoa.,hska wfmalaId lrk /lshd iy fj<|fmdf,ys i;H jYfhka mj;sk 

/lshd w;r;a mj;S ^ Lakshman 2002&'fm< .eiSfï l,ams;fhka (Queuing 

Hypothesis) fiajd úhqla; mqoa.hska fyd| /lshd n,dfmdfrd;a;=ùu ksid /lshd 

i|yd fm< .eiSula ks¾udKh jk nj woyia fõ'  
 

w;d;aúl wfmalaIK l,ams;fhka (Unrealistic Expectation Hypothesis) woyia 

lrkafka fiajd úhqla;slhskaf.a /lshd iïnkaO mj;sk wfmalaIK fj<|fmd, 

h:d¾:hka iu`. fkd.e,mSu ksid by< fiajd úhqla;shlg th fya;=jk nj h' 
fuys§ jegqma hk idOlh u; muKla mokïj f.dvk.d we;s w;d;aúl jegqma 

wfmalaIK l,ams;fhka (Unrealistic Wage Expectation Hypothesis) by< 

wOHdmkhla ,enQjka fj<|fmdf,ys f.jk jegqmg jvd jeä jegqmla iys; 
/lshd wfmalaId lsÍu"by< fiajd úhqla;shlg fya;=jk nj woyia fõ ' 1971§ 
w;d;aúl wfmalaIK l,ams;h ms<sn| wka;¾cd;sl lïlre ixúOdkh uq,skau 
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woyia olajd we;(ILO 1971)' ta ms<sn| kej; i,ld ne,Sula Rama (2003)úiska 

isÿlr we;' fiajd úhqla;slhskaf.a wfmalaIs; jegqm fiajd kshqla;slhskaf.a ;;H 
jegqm blaujd hhshk Wml,amkh hgf;a 19 95 Y%u n,ldfha jegqma iïnkaO 

o;a; mÍlaIdlr Rama (2003) w;d;aúl wfmal aIK l,ams;h m%;slafIam lr we;'  

1995 o;a; u; w;d;aúl wfmalaIK l,ams;h iïnkaOj Rama g ,enqKq 

m%;sM,j,g jvd fjkia m%;sM, j¾;udkfha mej;sh yelsh' 2009Y%u n,ld 
iólaIKfha ksheÈfha m%udKh 1995 j¾Ihg idfmalaIj jeä lr we;' fhdo.;a 
m%Yakdj,sho hdj;ald,Sk lr we;' tuksid 2009 o;a; fhdod.ksñka fuu 
l,ams;h kej; mÍlaId lsÍu jeo.;a wOHhkhla jkq we;'  
 
 
wruqKq 
 
Y%S ,xldfõ fiajd úhqla;shg w;d;aúl jegqma wfmalaIK n,mdkafkao@ hkak 
mÍlaId lsÍu fuu wOHhkfha uQ, sl wruqK fõ' fm!oa.,sl wxYh ;=<;a ia;%S 
iy mqreI ldKav w;r;aby; l,ams;h fjka fjka jYfhka mÍlaId lsÍuiy 
jegqma iu`. bx.%Sis idlaIr;dj olajk iïnkaO;djh úYaf,aIKh lsÍu oaú;Sl 
wruqKq fõ'  
 
 
l%ufõoh 
 
w;d;aúl jegqma wfmalaIKhla mj;S kï fiajd úhqla;slhskaf.a wfmalaIs; 

jegqm̂WE&fiajd kshqla;slhskaf.a ;;H jegqm^WA&blaujd hhs" hk Wml,amkh 

hgf;a 2009 Y%%u n,ld iólaIKhg wod< jegqma ms<sn| o;a; mÍlaId lrhs' ta 
i|yd jhi" ia;%s -mqreINdjh" wOHdmk uÜgu" bx.%Sis idlaIr;dj" wxYh" 
.DyuQ,slhdg we;s {d;s iïnkaO;dj" ckj¾.h iy  m<d; hkúp,Hhkays 
Y%s;hla f,i ;;H jegqm iy wfmalaIs; jegqm fhdodf.k m%;smdhk wdo¾Y 

f.dvk.d we;' fuu wOHhkh ;=<iïu; fylauka l%ufõoh (Standard 

Heckman Method)iy wvq;u j¾. ksudKl l%uh (Ordinary Least Squares-

OLS)hgf;a nyq f¾Çh m%;smdhk wdo¾Yh (Multiple-linear Regression Model) 

Ndú;d lr we;' iïu; fylauka l%ufõoh hgf;a ksheÈh f;dard .ekSfï§ 

we;súh yels fodaI j,lajd .ekSfï wruqKska y÷kd.ekSfï úp,Hhka f,i 
l=gqïNfha ;ru" l=gqïNhl isák <uhskaf.a wkqmd;h iy l=gqïNhl isák 
jeäysá wkqmd;h f,i úp,Hhka ;=kla fhdodf.k we;'  
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1 wfmalaIs; jegqm i|yd m%;smdhk iólrKh  

wfmalaIs; jegqm(WE) = b0E  + b1Eagei + b2Esexi + b3Eeducationi+b4Eliteracyi + 

b5Esectori + b6Erelationshipi + b7Eethnicityi + 

b8Eprovince + ui 

 
2 ;;H jegqm i|yd m%;smdhk iólrKh  

;;H jegqm (WA) = b0A  + b1Aagei + b2Asexi + b3Aeducationi+b4Aliteracyi + 

b5Asectori + b6Arelationshipi + b7Aethnicityi + b8Aprovincei 

+u1 

 

3  ;;H jegqm i|yd f;aÍfï iólrKh (Selection equation) 

0ɻAҌ ʵ1Asize of householdiҌ ʵ2Afraction of childreni+ 3ɻAfraction of oldi+ ɻ 4Aagei + 

5ɻAsexi + 6ɻAeducationi+ ɻ 7Aliteracyi + ɻ 8Asectori+ 9ɻArelationshipi + ɻ 10Aethnicityi + 

1ɻ1Aprovincei + u2> 0 

 

biy uɻ`.ska wod< úp,Hhkays nEjqï ix.=Klhka oi u`.ska fiajd úhqla;$fiajd 

kshqla; mqoa.,hd;a ksfhdackh fõ'uu`.ska úm;k moksrEmkhlrhs'fuu 

wOHhkh i|yd 2009 j¾Ihg wod<j ckf,aLk yd ixLHd f,aLk 
fomd¾;fïka;=j u`.ska isÿ lrk ,o Y%u n,ld iólaIKhg wod< ld¾;= 
y;frys o;a; fhdodf.k we;' iólaIKhg Ndckh l< ksheÈfha m%udKh 
^W;=re m<d; yer& ksjdi tall 20"260 ls'  
 
 
m%;sM, 
 
m%;smdhk wdo¾Y i|yd mrdh;a; úp,Hhka f,i fiajd kshqla;slhskaf.a udisl 
;;H jegqfma ^remsh,a& ,>q w.h;a fiajd úhqla;slhskaf.a wju udisl wfmalaIs; 
jegqfma ^remsh,a& ,>q w.h;a fhdodf.k we;' iajdh;a; úp,Hhka f,i 
mqoa.,fhl=f.a jhi" jhfia j¾.h" ia;%S wkqjHdc úp,Hh ^mokï ldKavh 
mqreI&" mqoa.,hska ,nd we;s wOHdmk uÜgï ^mokï ldKavh mdi,a fkd.sh 

msßi&" bx.%Sis idlaIr;djh ^mokï ldKavh bx.%Sis ,sùug yd lshùug yelshdjla 
fkdue;s msßi&" wxYh ^mokï wxYh kd.ßl wxYh&" .DyuQ,slhdg we;s {d;s 
iïnkaO;djh ^mokï ldKavh .DyuQ,sl&" ckj¾.hg ^mokï ldKav h isxy,& 
iy mqoa.,fhl= mÈxÑ m<d; ^mokï m<d; niakdysr& fhdodf.k we;'  
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j.=j 1( ;;H jegqma iy wfmalaIs; jegqmaj,g wod< m%;smdhk  
        m%;sM, 
 

 

 
 
j.=j 1 g wkqj wfkl=;a idOl ia:djrj ;sìh§ mdi,a fkd.sh mqoa.,fhl=g 
idfmalaIj 9 jif¾ isg 10 jir" w'fmd'i' ^id$fm<&" w'fmd'i' ^W$fm<& iy 
WmdêOdÍ fyda Bg by< wOHdmkhla ,enQ mqoa.,fhl= ùu ksid wfmalaIs; 

i ajdh;a; úp,Hhka  
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ia;%S 
 
1-5 olajd wOHdmkh ,enQ 
 
6-8 olajd wOHdmkh ,enQ 
 
9-10 olajd wOHdmkh ,enQ 
 
w'fmd'i ^id$fm<&  
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Wmdê fyda Bg by<  
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(2.33) 
.0382 
(0.71) 
-.1400 
(-0.97) 
-.1254 
(-0.74) 
-.0190 
(-0.25) 
.1268 
(1.41) 

 
we;=<;ah 

fhdod.;a m%;smdhk wdo¾Yh 
(Regrission Module) 

OLS OLS OLS OLS 
Heckman 

Model 
OLS 

Heckman 
Model 

OLS 

ksÍlaIK .Kk  (n) 

Censored observations 
ks¾Kk ix.=Klh (R2) 
ɢ2 

15376 
 

0.4063 

1179 
 

0.2087 

8463 
 

0'3776 

189 
 

0'5334 

5078 
[4168]  

 
5753.19 
z-w.hka 

636 
 

0.1898 
 

t- w.hka 

10298 
[6955]  

 
5964.21  
z-w.hka 

543 
 

0.2179 
 

t- w.hka 

 igyk ( 2009 j¾Ifha Y%u n,ld iólaIKfha m<uq" fojk" f;jk iy isõjk ld¾;= y;rg wod< o;a; Ndú;fhka ksudKh 
lrk,o Z fyda T w.hka jryka ;=< olajd we;' ixLHdkuh jYfhka fjfiis nEjqï ix.=Klhka 10]" 5] iy 1] hk fjfiis 
uggï i|yd ms<sj,ska ;re tl" ;re fol iy ;re ;=k u.ska ksrEmkh lr we;'  
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jegqmg jvd ;;H jegqm by< hhs' 2009 Y%u n,ld iólaIK o;a; wk qj ;yjqre 
jkafka mqoa.,fhl= ,nk wOHdmkh wfmalaIs; jegqm by<hdug jvd ;;H 
jegqm by<hdu flfrys ixLHdkuh jYfhka fjfiiss n,mEula we;s lrk 
njh' ta wkqj w;d;aúl jegqma wfmalaIKhla mj;S kï" wfmalaIs; jegqm ;;H 
jegqm blaujd hd hq;=h¦ hk Wml,amkh ikd: fkdfõ' tuksid Y%S ,xldfõ 
fiajd úhqla;shg w;d;aúl wfmalaIKj, n,mEula mj;S hk l,ams;h 
m%;slafIam fõ'ia;%S iy mqreI LdKav i|yd l,ams;h fjk fjku mÍlaId 
lsÍfï§ w'fmd'i' ^W$fm<& iy WmdêOdÍ fyda Bg by< wOHdmkhla ,enQjka 
w;r wfmalaIs; jegqm by<hdug jvd ;;H jegqm by< hk nj meyeÈ ,s fõ' ta 
;=<ska .uH jkafka w;d;aúl jegqma wfmalaIK l,ams;h ia;%S-mqreI LdKav i|yd 

fjku fjku mÍlaId l<o th ikd: lsÍug m%udKhj;a idlaIs fkdue;s njh' 
kuq;a fm!oa.,sl wxYfha fiajd kshqla;slhskaf.a ;;H jegqma iy fm!oa.,sl 
wxYfha /lshd wfmalaId lrk fiajd úhqla; slhskaf.a wfmalaIs; jegqma mÍlaId 
lsÍfï§ ;;H jegqmg jvd wfmalaIs; jegqm by<hdu flfrys fjfiis n,mEula 
we;s ksid fiajd úhqla;shg w;d;aúl wfmalaIKj, n,mEula mj;S hk 
l,ams;h ikd: fõ'  
 
bx.%Sis NdIdj ,sùug iy lshùug yelshdjla fkdue;s wfhl=g idfmalaIj tu 
yelshdj  iys; wfhl=ùu ksid ;;H jegqm fukau wfmalaIs; jegqmo by< hhs' 
wfmalaIs; jegqfma by<hdug jvd ;;H jegqfma by<hdu flfrys bx.%Sis 
idlaIr;djjeä jYfhka n,md we;' ta ;=<ska Y%S ,xldj ;=< bx.%Sis idlaIr;djh 
i|yd fj<|fmd, úiska lrk f.ùu wfmalaIs ; m%udKhg jvd jeä nj ;yjqre 
fõ'  
 
 
ks.uk  
 
2009 Y%u n,ld iólaIKfha o;a; wkqj wOHdmkh u`.ska ;;H jegqm iy 
wfmalaIs; jegqm u; lrk n,mEu ikaikaokh lsÍfuka w;d;aúl jegqma 
wfmalaIK l,ams;h m%;slafIam lr we;' ia;%S-mqreI ldKav i|ydfjka fjkaj 
mÍlaId l<o w;d;aúl jegqma wfmalaIK l,ams;h ms<s.ekSu i|yd idlaIs 
fkdue;'kuq;a fm!oa.,sl wxYh ;=< muKla fiajd úhqla;shg w;d;aúl 
wfmalaIKj, n,mEula mj;S hk l,ams;h ikd: fõ'Y%S ,xldj ;=< bx.S%is 

idlaIr;dj i|yd fj<|fmd, f.ùu wfmalaIs; m%udKhg jvd by<h' tuksid 
/lshd wfmalaId lrkakka ;=< bx.%Sis idlaIr;d jh j¾Okh lsÍu fiajd 
úhqla;sh my< oeóug wkq.ukh l<yels jeo.;a l%shdud¾.hla jkq we;'  
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jhia.; ck.ykfha Y%u iemhqu ;SrKh ùu flfrys n,mdk 
idol:; : (nq,;aisxy, m%dfoaYSh f,alï fldÜGdYh weiqßka) 

 
ã' tka¡ t,a¡ ,lau d,s iy tï' ã' fÊ' ví,sõ úfÊisxy  

wd¾Ól úoHd yd ixLHdk úoHd  wOHkdxYh 
Y%S ,xld inr.uqj úYajúoHd,h 

 
 

ɾ̠̘̔: jhia.; ck.ykh " Y%u iemhqu" m%j¾Ok m%;smdhk wdlD;sh'  

 
 
ye|skaùu 
 
tlai;a  cd;Skaf.a weia;fïka;=j,g wkqj 1980 .Kkaj, isg fõ.j;a jhia.; 
½fµ ls%hdj,shla isòjk wdishdf» m%Odk rg jkafka ÷ ,xldjhs' 2025 jĩIh 
jkúg fuu jhia.; ck.ykh 25]la jkq we;ehs o" 2050 j¾IfhaoS 50]la jkq 
we;ehso mqfrdal:kh lr we;' tneúka ck.yk úhm;aùfï .eg¿ j m%n, 
n,mEï iy.; ls%hdj,shla f,i j¾;udkfhaoS y÷kdf.k we;'  

 

÷ ,xldf» ck.ykh iµnkaOfhka we;sjQ lemS fmfkku fjki jkafka 
jhia.; ck.ykh jeä ùu;a iuÕu Y%u yuqodfjys isák jhia.; 
Y%ñlhkaf.a m%;sY;h l%ufhka by< hduhs' jhia.; ck.ykfha m%;sY;h 
jeäùu;a iuÕu th rgl Y %u yuqÞjg flfia n,mdkafkao iy Tjqkaf.a Y%u 
iemhqu ;SrKh ùug n,mdk idOl ms<sn| i,ld ne,sh hq;= jkafka th 
wd¾:slh yd iDcqj iïnkaOjk neúks' Y%S ,xldfõ fuu úhm;a jQjkaf.a wd¾Ól 
iqrËs;;djh wju uÜgul mj;sk w;r Y%u iyNd.s;ajh by< kexùu uÕska 
wd¾Ól  iqrËs;;djh ,nd. ekSu b;du;a jeo.;a fõ'  

 

Bill (2005)jhia.; mqoa.,hkaf.a Y%u iemhqu ;SrKh ùug n,mE idOl" m%Odk 

jYfhka fldgia 04la hgf;a olajd we;' tkï jhia.; mqoa.,hkaf.a jev 
lsÍug we;s leue;a;" jD;a;Sh m<mqreoao" mqoa., ,ËKhka iy fiajd ia:dkfha 
we;s myiqlï jhia.; mqoa.,hka f.a Y%u iemhqu ;SrKh ùu flfrys 

n,mdkq ,nk nj fmkajd oS we;' ;jo Vodopiveciy Arunatilakê 2008&isÿl< 

m¾fhaIKhg wkqj jhia.; mqoa.,hkaf.a fiajd kshqla;sh Wfoid wksjd¾h 
úY%du hEfï fr.=,dis n,mEï lrk nj;a jhia.; mqoa.,hkaf.a Y%u n,ld 
iyNd.s;ajh j¾Okh lsÍu Wfoid jvd kuHYS,s úY%du hEfï m%;sm;a;shla ilia 
l< hq;= nj fmkajd oS we;'  
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;jo újdyl jhia.; mqreIhkaf.aa Y%u iemhqu ;SrKh ùu Wfoid 

n,mdkq ,nk idOl ms<sn| Chuangiy Jennjoû2009& isÿlr we;s m¾fhaIKhg 

wkqj újdyl jhia.; mqreIhkaf.aa Y%u iemhqu ;SrKh ùu Wfoid 
n,mdkq ,nk idOl f,i újdyl jhia.; mqoa.,hkaf.a Y%u iemhqu ìß|f.a 
fiajd kshqla;sh" Tyqf.a wOHdmk uÜgu" jhi" orejka ixLHdj ìß|f.a 
wOHdmk uÜgu hk idOl u; r|d mj;sk nj fudjqka  úiska fmkajd oS 
we;'wvq wOHdmkhla ,nd we;s jhia.; mqoa.,hkaf.a fiajd kshqla; ùug 
leue;a;la oelajqjo wd¾Ól wjmd; ;;ajhla jeks wjia:djloS Y%u 
fj<|m< ;=< Tjqkayg bj;aùug isÿjk nj;a fujeks l¿ lrmá fyda wvq 
wOHdmkhla ,nd we;s Y%ñlhkaf.a wd¾Ól iqrËs;;djh Wfoid m%;sm;a;s ilia 
l< hq;= nj fuu m¾fhaIlhka úiska fmkajd oS we;'  

 

jhia.; mqoa.,hkaf.a Y%u iemhqu ;u orejka hemSï lghq;= i|yd uqo,la ,nd 

oSu u; r|d mj;sk nj Nguyen, et al., ̂2012& isÿl< m¾fhaIKhg wkqj fmkajd 

oS we;s w;r fuysoS Tjqka jhia.; mqoa.,hka i|yd m%udKj;a úY%du jegqmla 
fkdmj;S hehs Wml,amkh lr we;' hemSï lghq;= i|yd orejka úiska 
uqo,a ,ndfok jhia.; mqoa.,hkaf.a Y%u iemhqu orejkaf.ka uqo,la 
fkd,efnk foudmshkaf.a Y%u iemhqug idfmaËj wvq w.hla .kakd w;r uq,H 
fkdjk m%;s,dN u; tkï ;Dma;sh jeks idOl u; Tjqkaf.a Y%u iemhqu r|d 
mj;sk nj fuu m¾fhaIlhka úiska fmkajd oS we;' ;jo ixj¾Okh fjñka 

mj;sk rgj,a j, jhia.; foudmshkaf.a fiajd kshqla;sh wvq ùu flfrys 
orejka iuÕ tlg Ôj;a ùu iy orejkaf.ka ,efnk ixl%du uqo,a fya;= ù we;s 

nj Lisa iy Deboraĥ 2005& isÿl< m¾fhaIKhg wkqj fmkajd § we;' 

 
 
wOHhkfha wruqK 
 
Y%S ,xldfõ jhia.; lKavdhï j ,Y%u iemhqu ;SrKh ùu flfrys n,mdk 
idOl ms<sn| wOHhkh lsÍu fuu wOHhkfha uQ,sl wruqK úh'  
 
 
l%ufõoh 
 
fuu m¾fhaIKhg wod,j niakdysr m<df;a" l¿;r osia;%slalfha" nq,;aisxy, 
m%dfoaYSh f,alï fldÜGdYhg wh;a .%dufiajd jiï yhla .%dóh" kd.ßl" j;= 
hk wxY ;=k wdjrKh jk mßos jhia.; mqoa.,hka 150l ks heoshla ia;D; 
kshe§u yd ir, iiïNdù kshe§u uÕska f;dard tu ksheoshg m%Yakdj,s fhduq 
lsÍu u.sska yd iïuqL idlÉPd l%uh uÕska m%d:ñl o;a; /ialr .kakd ,oS' 
jhia.; mqia.,hka fiaajd kshqla; ùu fyda fkdùu flfrys n,md we;s idOl 
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y÷kd .ekSu i|yd m%j¾Ok (Logit) m%;smdhk wdlD;sh Ndú; lrñka o;a; 

úYaf,aIKh isÿlr we;'  

Logit (Px) = ‍0  +  ‍1X1+‍2X2+..... + ‍n
xn

 

Px=fiajd kshqla; ùu fyda fkdùu    

Xi =fiajd kshqla; ùu fyda fkdùu flfrys n,md we;s wd¾Ól"iudc y d 
ɵ̱́ˢʢ̞ idOl    
 
 
 
m%;sM, úYaf,aIKh 
 
o;a; úYaf,aIKfha § f.dvk.d .;a mQ¾K m%;sM, iys; iqÿiqu m%j¾Ok 
m%;smdhk wdlD;sh my; fõ' 
 

ὰέὫὭὸ0Ø ρȢψσςςȢςτφὢ ρȢψυτὢ πȢτςφὢ ρȢρχφὢ

ρȢπωτὢ  

 
by; j.=jg wkqj m%j¾Ok m%;smdhk wdlD;sh hgf;a jhia.; mqoa.,hskaf.a 
fiajd kshqla;sh ;SrKh ùui`oyd n,mdkq ,nk idOl  f,i mqoa.,hskaf.a 
jhi"Tjqkaf.a Y%u fkdjk wdodhu iy ia;%S mqreI Ndjh hk úp,Hhka 
fjfiishd;aul uÜgul mj;S'  

 

jhi wjqreÿ 85 g jeä mqoa.,hskaf.a fiajd kshqla;shg idfmalaIj jhi wjqreÿ 
65-74 mqoa.,hskaf.a fiajd kshqla;sh 0'166 jdrhlska tkï 53] l 

̤ɺ̛̩ʨ̡̩̒hlska o jhi wjqreÿ 75 -84 mqoa.,hskaf.a fiajd kshqla;sh 0'157 

jdrhlska tkï 49] l ̤ɺ̛̩ʨ̡̩̒hlska o fiajd kshqla;sh by< hdula isÿfõ'  

jhia.; mqoa.,hkaf.a fiajd kshqla;sh Y%u fkdjk wdodhï ;;ajh u; r|d 
mj;sk w;r Y%u fkdjk wdodhï ;;ajh jeä ùu;a iuÕ úfõlh i|yd b,a¨u 

l%ufhka jeä ù we;' Y%u fkdjk wdodhu 10000 + w;r m%udKhla ,nk 

mqoa.,fhl=g idfmalaIj Y%u fkdjk wdodhu 0 -5000 w;r m%udKhla ,nk 

mqoa.,fhl=f.a fiajd kshqla;sh 1.531 jdrhlska tkï 90 %  ̤ɺ̛̩ʨ̡̩̒hlska 

by<hdula olakg ,efí'  
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j.= wxl 1 : jhia.; mqoa.,hkaf.a fiajd kshqla;sh i`oyd n,mdkq ,nk idOl 
y÷kd.ekSu i|yd iqÿiqu m%udKj;a m%j¾Ok m%;smdhk wdlD;sfha 
m%;sM,' 

 
uQ,dY%h:ksheos ióCIKh" 2013 

 

jhia.; mqoa.,hskaf.a fiajd kshqla;sh ;SrKh ùui`oyd n,mdkq ,nk ia;%S 
mqreI Ndjh ms<sn| i<ld ne,Sfï§ jhia.; ia;%S whg idfmalaIj mqreIhska 

fiajd kshqla; ùu 0.335 jdrhlska tkï  68%  ̤ɺ̛̩ʨ̡̩̒hlska by<  

f.dia ;sfí' tkï jhia.; mqreIhska w;r by< fiajd kshqla;s ;;ajhla oelsh 
yelsh' 

 

 
ks.uk iy fhdackd  
 
Y%S ,xldfõ  úhm;a jQjkaf.a wd¾Ól iqrËs;;djh wju uÜgul mj;sk w;r 
Y%u iyNd.s;ajh by< kexùu uÕska wd¾Ól  iqrËs;;djh ,nd.ekSu b;du;a 
jeo.;a fõ' fuu fya;=j ksidu Y%S ,xldfõ jhia.; mqoa.,hkaf.a Y%u iemhqu 

ú
p

,H
h

 

m
rd

ñ
;s
 

K
su

d
kl

h
 

W
a

ld
 

D
F 

P
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va
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E
xp

(B
) 

O
d

d 

R
a

tio
%

 

R
e

fe
re

n
c
e

 

C
a

te
g
o

ry
 

 

 

A 

jhi   19.947 2 .000   

jhi 85¬  

jhi^65 -74 

&(X1) 
-2.246 16.956 1 .000 .166 53 

jhi^75 -

84) (X2) 
-1.854 12.602 1 .000 .157 49 

 

 

B 

Y%u 
fkdjk 
wdodhu 

 
9.123 2 .010 

 
 

10000+ 
0 - 5000 

w;r (X3) 
0.426 2.680 1 .102 1.531 90 

5000 - 
10000  

w;r (X4) 

-1.176 .250 1 .617 0.308 65 

C ia;%S mqreI 

Ndjh ^X5& 
-1.094 6.220 1 .013 .335 68 ia;%S 

 ksh;h  1.832 5.512 1 .019 6.248   



 

 

161 

 

;SrKh ùu i|yd n,mdk idOl y÷kd.ksñka jhia.; mqoa.,hkaf.a Y%u 
iemhqfï j¾;udk ;;a;ajh y÷kd .ekSu fuu wOHhkfha wruqKq úh' fuu 
wOHhkhg wkqqj m%j¾Ok  m%;smdhk wdlD;s úYaf,aIKfhka miq Y%u iemhqu 
flfrys n,mdkq ,nk idOl we;=<;a  iqÿiqu wdlD;sh i|yd mqoa.,hdf.a jhi" 
ia;%S mqreI Ndjh iy Y%u fkdjk wdodhï ;;ajh hk idOlhka wka;¾.; úh¡  
jhia.; mqoa.,hkaf.a wd¾Ól iqrËs;;djh Wfoid rch uÕska ,ndfok ixl%du 
uqo,a iuÕu wd¾Ól lghq;a;lg odhllr .e kSug wjYH mqyqKq jevigyka" 
fiajd kshqla;shg wejeis ish¿ myiqlï §mjHdma;j j¾Okh l< hq;=h' jhia.; 
mqoa.,hkaf.a jegqma i|yd wju jegqma m%;sm;a;s l%shd;aul lsÍu yd iajhx /lshd 
j, kshqla; ùug leue;a;la we;s jhia.; mqoa.,hka i|yd wjYH mqyqqKq" 

uq,H" ;dËKsl iyhka  ,ndosh hq;=h'jhia.; mqoa.,hka Wfoid kuHYS,s jev 
meh .Kka y÷kajd oSug" wksjd¾h úY%du hEï l%uh fjkqjg kuHYS,s úY%du 
hEï l%uhla y÷kajd oSug" fm!oa.,sl wxYh osrsu;a lsrSu uÕska jhia.; 
mqoa.,hkaf.a fiajd kshqla;sh j¾Okh lr .; yel'  
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Rfhjhur; nryT> fy;tpr; nryT> nghUshjhu tsh;r;rp 
vd;gtw;Wf;fpilapyhd ePz;lfhy ,aq;Fepiyj; njhlh;G: 

,yq;ifapypUe;J ngwg;gl;l rhd;Wfs;  
 
 

j. rrptjdp 1 kw;Wk; nr.rptuh[rpq;fk; 2 

 

1 nghUspay kw;Wk;> r%f tpQ;Qhdj;Jiw  
,yq;ifj; njd;fpof;Fg; gy;fiyf;fofk;.  

 
2 nghUspay; kw;Wk; Gs;sptpgutpay; Jiw  

Nguhjidg; gy;fiyf;fofk;. ,yq;if  
 
 

Kjd;ikr; nrhw;fs;:  nghUshjhu tsh;r;rp> fy;tpf;fhd nryT> Rfhjhur; 
nryT  

 
 
mwpKfk; 
 
kdpj %yjd Mf;fj;jpy; fy;tp> Rfhjhu nryTfs; Kf;fpa 
,lk;ngWfpd;wd. xU ehl;bd; xl;L nkhj;j nghUshjhu nrayhw;wj;jpid 
tpsf;Ftjw;F nghUshjhu tsh;r;rpahdJ xU Kf;fpakhd Fwpfhl;bahff; 

fUjg;gLfpd;wJ. xU ehl;bd; epiyNgwhd ( Integration),  myF %yr; 
Nrhjid  nghUshjhu mgp tpUj;jpf;F cah; nghUshjhu tsh;r;rpAld;> 
rhjfkhd nghUshjhuf; fl;likg;G khw;wk;> Fiwe;j Ntiyapd;ik 
tPjk;> Fiwe;j gztPf;fk;> tUkhdg; gq;fPl;by; fhzg;gLk; rkkpd;ikia 
,ad;wsT Fiwj;jy;> tWikf; Fiwg;G> r%f eyf; Fwpfhl;bfspy; 
Nkk;gl;l epiyia miljy; vd;gdTk; Kf;fpa khditahFk;. 
me;jtifapy; fy;tp> Rfhjhuk; Mfpa ,uz;Lk; nghUshjhu tsh;r;rpf;Fk; 
nghUshjhu mgptpUj;jpf;Fk; Kf;fpa gq;fhw;Wfpd;wd (kj;jpa tq;fp> 
2000). 
 
mur nryTf;Fk; nghUshjhu tsh;r;rpf;Fkpilapyhd ePz;lfhy njhlh;G 
gw;wp nghUspay; Nfhl;ghLfspy; tpsf;fg;gl;Ls;sd . nfapd;rpathjpfspd; 
fUj;Jg;gb FWfpa fhyj;jpy; nghJr; nryT mjpfhpg;ghdJ 
nghUshjhuj;jpy; gy;NtW tiffspy; Neh;f;fzpa gq;fspg;ig 
Mw;Wfpd;wJ. NkYk>; xU ehl;by; jiyf;Fhpa tUkhdk; mjpfhpf;Fk; 
NghJ murhq;fkhdJ kf;fSf;fhd nryit mjpfhpf;fpd;wJ vd;w 

Wager,d; thjj;jpy; xU ehl;bd; jyh tUkhdk; mjpfhpf;Fk;NghJ 
murhdJ nghJr; nrytpid cah;j;Jk; vd Fwpg;gpl;Ls;shh;. 
,e;jtifapy>; nghUshjhu tsh;r;rpf;Fk; murpd; nrytpw;Fkpilapy; 
kiwKfkhd fhuz fhhpaj;njhlh;G fhzg;gLfpd;wJ vdTk; 
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Fwpg;gpLfpd;whh;. 1960fspy; School of HumanCapital,dhy;> fy;tpf;Fk;> 
Rfhjhuj;jpw;Fkhd nryT nghUshjhu mgptpUj;jpf;fhd xU KjyPlhf 
mikfpd;wJ vd Kd;nkhopag;gl;lJ. fy;tpf;Fk; Rfhjhuj;jpw;Fkhd 

nryT mfta tsh;r;rpf; (Endogenous Growth Theory) Nfhl;ghl;by; 
gpd;tUkhW epahag;gLj;jg;gLfpwJ. njhopEl;g Kd;Ndw ;wkhdJ 
cw;gj;jpahw;wypy; mjpfhpg;igAk; tsh;r;rp tPjj;jpy; mjpfhpg;igAk; 
Vw;gLj;Jfpd;wJ. ,e;j Nfhl;ghl;bd;gb kdpj KjyPl;byhd mjpfhpg;G 
ePz;l fhyj;jpy; nghUshjhu tsh;r;rpia Vw;gLj;Jk; vdf; 

Fwpg;gpLfpd;wJ (Cortright,  2001). 
 
nghUshjhu tsh;r;rpf;Fk;> fy;tp nr yT> Rfhjhuk; kPjhd 
nryTf;Fkpilapy; ePz;lfhy ,aq;F epiynjhlh;Gfs; gw;wp gy 
Ma;Tfs; Nkw;nfhs;sg;gl;Ls;sNghJk;> ,k;khwpfSf;fpilapyhd njhlh;G 
gw;wp ,yq;ifia ikag;gLj;jpa Ma;Tfs; FiwthfNt 

fhzg;gLfpd;wd. Asghar Reza kw;Wk; SumanValeecha (2002);;; Naveed Wahid 

Awan, Syed Manzoor H Shad, kw;Wk; Hina Rasheed (2012) Nghd;Nwhh; 
ghfp];jhid ikag;gLj;jpa nghUshjhu tsh;r;rpapy; fy;tpj; Jiwapd; 
jhf;fk; vd;w Ma;Tfspy; nghUshjhu tsh;r;rpf;Fk; fy;tpf;Fkpilapy; 

Neh;j;njhlh;G fhzg;gLtjhf Fwpg;gpLfpd;wdh;. NkYk; Mohammad Shahid 

Hassan kw;Wk; Rukhsana Kalim (2012) vd;gth;fspd; Ma;tpy; fy;tp> 
Rfhjhuk;> nghUshjhu tsh;r;rp vd;gtw;Wf;kpilapyhd Kk;Kidj; 
njhlh;G vd;w ghfp];jhid ikag;gLj;jpa fhyj;njhlh; Ma;tpy; 
,k;%d;W khwpfSf;Fkpilapy; Neh;j;njhlh;G fhzg;gLfpd;wJ vdTk; 
kdpj %yjd tpUj;jp f;F fy;tpr; nryT> Rfhjhur; nryT vd;gd 
nghUSs;s tifapy; nry;thf;Fr; nrYj;Jfpd;wJ vdTk; 
Fwpg;gplg;gLfpd;wJ. ,Jtiuapy;> ,yq;ifapy; ,k;khwpfSf;fpilapyhd 
ePz;lfhy ,aq;Fepiyj; njhlh;G gw;wp nghUspaysit mbg;gilapy; 
NghJkhd Ma;Tfs; Nkw;nfhs;sg;gltpy;iy. ,e;j ,ilnt spia ,e;j 
Ma;T epug;g Kw;gLfpd;wJ. 
 
 
Nehf;fk; 
 
,t;tha;tpd; gpujhd Nehf;fk; murpd; Rfhjhur; nryT> fy;tp kPjhd 
nryT> nghUshjhu tsh;r;rp vd;gtw;Wf;fpilapy; Gs;sptpgu uPjpahd 

ePz;lfhy rkepiyj; njhlh;gpid (Cointegration) Muha;jyhFk;.  
 
 
Ma;T Kiwapay;;  
 
,t;tha;tp y; khwpfshf nkhj;j cs;ehl;L cw;gj;jp> nkhj;jp> cs;ehl;L 
cw;gj;jpr; RUf;fp> Rfhjhur; nrytPdk;> fy;tpr; nrytPdk;> Fbj;njhif 
vd;gd gad;gLj;jg;gLfpd;wd. juTfs; kj;jpa tq;fpapd; gy;NtW 
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Mz;lwpf;iffspypUe;J ngwg;gl;Ls;sd. ,t;tha;tpy; 1952 -2011 tiuahd> 
60 Mz;L fhy g;gFjpapid mbg;gilahff; nfhz;L KbTfs; 
ngwg;gl;Ls;sdd. nka; nkhj;j cs;ehl;L cw;gj;jpahdJ nkhj;j 
cs;ehl;L cw;gj;jpr; RUf;fpiaf; nfhz;L fzpg;gplg;gl;Ls;sNjhL> jyh 
fy;tpr; nryT> jyh Rfhjhur; nryT> Fbj;njhif vdlgd rhuh 
khwpfshf gad;gLj;jg;gl;Ls;sd. nefpo;r;rp F zfq;fis fzpg;gjw;fhf 
khwpfs; klf;if tbtpw;F cUkhw;wk; nra;ag;gl;Ls;sd.  
 
,e;j Ma;tpy; khwpfspd; mbg;gilg; gz;Gfis ,dq;fhz;gjw;F tiugl 
hPjpahd gFg;gha;T Kiw gad;gLj;jg;gl;Ls;sJ. Nfhl;L tiuglk;> rpjwy; 
tiuglj;Jldhd ePs; tisa tiuglk;> Nfzy; nghUj;Jif vd;gd 
khwpfSf;fpilapyhd njhlh;Gfis Muha gad;gLj;jg;gl;Ls;sd. 
khwpfspd; fhyj;njhlh; cilikfis ,dk; fhz;gjw;F myF %yr; 

Nrhjid  (Unit ï root test) gad;gLj;jg;gl;Ls;sJ. myF %y ( ADF) 
Nrhjidapd; rkd;ghl;L tbtk; gpd;tUkhW jug;gLfpd;wJ.  
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,iz xd;WgLjy; El;gk; ( Co-Integration Technique)> tO rupg;gLj;jy; 

khjpupAU (ErrorïCorrection Model)> fpwQ;rupd; fhuz fhupa gFg;gha;T 

(Granger Causality Analysis) Mfpa El;g Kiwfs; ,t; Ma;tpd; 
nghUspaysit gFg;gha;tpw;F gad;gLj;jg;gl;Ls;sd. ,iz xd;WgLjy; 

El;gk; ( Co-Integration Technique) khwpfSf;fpilapyhd ePz;lfhyj; 

njhlh;gpid mwptjw;Fk;> tO rupg;gLj;jy; khjpupAU ( ErrorïCorrection 

Model) khwpfSf;fpilapyhd FWq;fhy elj;ijapid tpsf;Ftjw;Fk; 
rkepiyapy;yhj tOf;fspd; elj;ijapid Muha;tjw;Fk; 

gad;gLj;jg;gLfpd;wJ. fpwQ;rupd ; fhuz fhupa gFg;gha;T ( Granger 

Causality Analysis) khwpfSf;fpilapyhd fhuz fhhpaj; njhlh;gpd; 
jpirapid mwptjw;Fk; khwpfspd; vjph;T $wYf;Fk; 
gad;gLj;jg;gLfpd;wJ.    
 
nghUshjhu tsh;r;rpf; Nfhl;ghLfspy; mf mfta (cs;sf) tsh;r;rpf; 

(Endogenous Growth Theory) Nf hl;ghL Kf;fpakhdJ. Mf (cs;sf) 
tsh;r;rpf; Nfhl;ghL kdpj %yjdkhdJ nghUshjhu tsh;r;rpapidj; 
jPh;khdpf;fpd;w Kf;fpa fhuzpahFk; vd Fwpg;gpLfpd;wJ. kdpj 
%yjdj;ij jPh;khdpf;fpd;w fhuzpfSs; fy;tpr; nryTk;> Rfhjhur; 
nryTk; Kf;fpa fhuzpahFk;. MfNt> nghUshjhu tsh;r;r p> Rfhjhur; 
nryT> fy;tpr; nryT vd;gtw;Wf;fpilapyhd njhlh;G gpd;tUkhW 
cUg;gLj;jg;gLfpd;wJ.    
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,e;j khjphpAU mfta (cs;sf) tsh;r;rpf; ( Endogenous Growth Theory) 

Nfhl;ghl;bid mbg;gilahff; nfhz;L cUthf;fg;gl;Ls;sJ. ,e;j 
Nfhl;ghl;bd;gb njhopEl;g Kd;Ndw;wkhdJ cw;gj;jpahw;wypy; 
mjpfhpg;igAk; tsh;r;rp tPjj;jpy; mjpfhpg;igAk; Vw;gLj;Jfpd;wJ. 
mNjNtis kdpj KjyPl;byhd mjpfhpg;G ePz;l fhyj;jpy; nghUshjhu 
tsh;r;rpia Vw;gLj;J k; vdTk; Rl;bf; fhl;Lfpd;wJ. khwpfs; jyh msT 

tbtpy; gad;gLj;jg;gLtjhy; Copak; xU fhuzpahf vkJ khjpupAUtpy; 
Nrh;f;fg;gltpy;iy.  
 
 
ngWNgWfs; 
 
jyh nka; Njrpa cw;gj;jpf;Fk; jyh fy;tpr; nryTf;Fk; jyh Rfhjhur; 
nryTf;Fkpilapy; Neh;j; njhlh;G fhzg;gLtjhf ek;gpf;if ePs; tiua 
tiuglk; fhl;Lfpd;wJ. ek;gpf;if ePs; tiua tiuglj;jpd;gb 
nghUshjhu tsh;r;rpf;Fk; ,t;tpU khwpfSf;Fkpilapy; Neh;fzpaj; 
njhlh;G fhzg;gLfpd;wJ. ,jid tiuglk; 1 fhl;Lfpd;wJ.  
 
      tiuglk; 1: ek;gpf;if ePs; tisa tiuglk;  

        (fy;tp> Rfhjhuk;> nghUshj hu tsh;r;rp) 
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Nfzy; nghUj;Jif tiuglj;jpd; gb (tiuglk; 2)   fy;tpf;fhd nryT 
tsh;r;rpf;Fk; nghUshjhu tsh;r;rpf;Fkpilapy; Neh;j;njhlh;G 
fhzg;gLtJld; nghUshjhu tsh;r;rpf;Fk; Rfhjhu nryT 
tsh;r;rpf;Fkpilapy; XusT njhlh;G fhzg;gLfpd;wJ.  
 
tiug;glk; 2: Nfzy; nghUj;Jif (fy;tp> Rfhjhuk;> nghUshjhu  

tsu;r;rp  
 

       
 

gpd;tUkhW jug;gLk; myF %y Nrhjid ngWNgWfspd; gb LPHEAL, 

LPED, LPRGDP vd;gd xUq;fpizf;fg;gl;l tupir xd;W> 

I(1),idf;nfhz;L fhzg;gLfpd;wd. myF %y Nrhjidapd; 
Nrhjidapd; ngWNgWfs; gpd;tUkhW : 
 
 

 ml;ltiz   1: ADF Gs;sptpguk; 
 

Variable Level Difference 

LPRGDP -1.78091 (0.7014) -9.194229 (0.0000) 

LPHEAL -2.061131 (0.5561) -9.762206 (0.0000) 

LPED -2.009830 (0.5839) -8.388052 (0.0000) 

ADF model = with trent and intercept  

 
kjpg;gplg;gl;l ePz;l fhy rkepiyj;  njhlh;Gf;fhd rkd;ghL:  

(0.000)               0.0001) (        0.000) (    (0.000)                   valueP

(8.85)                   (4.16)              (4.76)  (100.90)                value-t

)1(810.0134.0164.0729.8 11 ARLPHEALLPEDLPRGDP tt +++= --
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jd;dpizTg; gpur;rpidia jPh;g;gjw;fhf AR(1) cWg;G Nrh;f;fg;gl;Ls;sJ.  
Nkw;gb ngWNgWfspd; gb ePz;lfhyj; njhlh;Gr; rkd;ghl;by; ,Ue;J 

ngwg;gl;l tOj; njhluhdJ ( Co-integration Regression residual), myF 

%y Nrhjid ( ADF) %yk;> xUq;fpizf;fg;gl;l tupir G+r;rpak; I(0), 
vdTk;> ePz;l fhyj;jpy; epiyahd ,il khww;wpwd; vd;gtw;iwf; 

nfhz;l njhluhfTk; cs;sJ vd fhl;lg;gl;Ls;sJ. MfNt Engle 

Granger Kiwapd; gb nkhj;j cs;ehl;L cw;gj;jp> Rfhjhur; nryT> 
fy;tpr; nryT Mfpa %d;W khwpfSk; ePz; lfhyj; rkepiyj; njhlh;igf; 
nfhz;L fhzg;gLfpd;wd.  
 

 
ml;ltiz 2: fpNud;[;ru; Nrhjidapd; KbTfs;  
 

Pairwise Granger Causality Tests 

Date: 10/25/13   Time: 13:04 

Sample: 1952 2011  

Lags: 2   

    
     Null Hypothesis: Obs F-Statistic Prob.  

    
     LPHEAL does not Granger Cause LPED  58  6.14609 0.0040 

 LPED does not Granger Cause LPHEAL  1.91979 0.1567 

    
     LPRGDP does not Granger Cause LPED  58  4.03462 0.0234 

 LPED does not Granger Cause LPRGDP  0.29129 0.7485 

    
     LPRGDP does not Granger Cause LPHEAL  58  8.10980 0.0008 

 LPHEAL does not Granger Cause LPRGDP  0.70736 0.4975 
    
     

Vq;fpy; fpwQrh; ,iz xd;WgLjy; gpw;nryT ( Engle-Granger Co-

integration Regression) Ma;tpd; ngWNgWfspd; gb nkhj;j cs;ehl;L 
cw;gj;jp> Rfhjhuk;> fy;tp vd;gd ePz;lfhy rkepiyj; njhlh;gpidf; 
nfhz;bUf;fpd;wd. ,k;khjphp cUtpd;gb fy;tpr; nryT rhh; jyh nkhj;j 
cs;ehl;L nefpo;r;rpf; Fzfk; 0.1643 MfTk; Rfhjhu nryT rhh; jyh 
nkhj;j cs;ehl;L nefpo;r;rpf; Fzfk; 0.1342 MfTk; fhzg;gLtJld; 

nghUshjhu tsh;r;rpapidj;  jPh;khdpg;gjpy; ,t;tpU khwpfSk; 1 % 
nghUSz;ik kl;lj;jpy; Gs;sptpgutpay; hPjpahf nghUSs;s tifapy; 
nry;thf;Fr; nrYj;Jfpd;wd.  
 
nkhj;j cs;ehl;L cw;gj;jpapUe;J Rfhjhuj;jpw;F nghUSs;s tifapy; 
fhuzfhhpaj; njhlh;G cz;L. mNjNghy; Rfhjhuj;Jf;Fk; fy;tpf;Fk; 
nghUSs;s  tifapy; fhuzfhhpaj; njhlh;G cz;L.  
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nkhj;j cs;ehl;L cw;gj;jp kPJ> Rfhjhur; nryT> fy;tpr; nryT 
nghUSs;s tifapy; fhuzfhhpaj; njhlh;gpidf; nfhz;bUf;ftpy;iy. 
,it ePz;lfhyj;jpy; jhd; jhf;fj;jpid Vw;gLj;jty;yd.  
 
 
KbTiu  
 
Ma;tpd; ngWNgWfspd;gb ,yq;ifapd; nghUshjhu  tsh;r;rpapidj; 
jPh;khdpg;gjpy; fy;tp> Rfhjhuk; vd;gd nghUSs;s tifapy; nry;thf;Fr; 
nrYj;Jfpd;wd. MapDk; ,yq;if murhq;fkhdJ nkhj;j nrytpy; 
fy;tp> Rfhjhuk; vd;gtw;Wf;fhd nrytPl;bid mjpfupg;gjd; %yk; kdpj 
%yjdj;jpid mjpfupj;J nkhj;j cs;ehl;L cw;gj;jpapid mjpf upj;J  
ehl;bd; nghUshjhu tsh;r;rp> mgptpUj;jp vd;gtw;wpy; epiyj;J epw;Fk; 
tsh;r;rpapid va;jKbAk;.  
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Introduction  

 
Man-made natural parks established for recreational and scientific purposes 

provide a foundation for in ex-situ conservation of flora and fauna contribute to 

human well-being by granting benefits through amenity services. Increasing 

demand create on environmental resources in Sri Lanka by the local and foreign 

people for recreational purposes, emphasis the economic and environmental 

analysis in order to ensure sustainable use of such resources. Peradeniya Royal 

Botanical Garden located at Kandy in Sri Lanka is one of the public nature 

parks highly demanded by local and foreign visitors.  

 

The economic value estimated (Ratnayaka and Kariyawasam, 2002) for this 

park is outdated and there is a need to value the park with current information in 

order to draw new policy plans and management strategies.  The objective of 

this study is to estimate the recreational economic value of PRBG using Travel 

Cost Method (TCM). The results could play a significant role in generating 

valuable economic information for policy makers and public park managements 

to place suitable management plans in maintaining quality of public parks and 

conserving natural resources under the man-made ex-situ environment in 

association with the preference of society to maximize recreational utility 
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Theoretical Framework 

  
Economically efficient resource management of public parks is critical issues 

which requires knowledge of the flow of park benefits and costs, including non-

market benefits (Mathieu, et. al., 2003). The demand and supply of recreational 

sites established based on environmental resources do not go through the 

market mechanism because of its characteristics of market failure. The indirect 

methods, using non-use values of environmental resources could be derive 

demand function for such resources which provide a theoretical base to estimate 

economic value of public park services based on userôs benefit through an 

approach that called Travel Cost Method (TCM). The TCM uses individualsô 

recreational expenditures as a basis for estimating the value of non-market 

goods (Clawson and Knetsch, 1966). 

 

 

Methodology 

 

The travel cost method is used to estimate economic use values associated with 

sites that are used for recreation. The simple TCM model for recreation site can 

be defined by Trip Generation Function such as: VR = f(TC, Xi). Where; VR = 

Visitation Rate; TC - Travel cost; Xi - socio-economic variables of the visitor. 

While there is several approachs to TCM, the Zonal Travel Cost Approach 

(ZTCA) is used to estimate a value for recreational services of the site as a 

whole. ZTCA is applied by collecting information on the number of visits to the 

site from different distances considering that the travel and time costs increase 

with distances. This information allows the research to calculate the number of 

visits ñpurchasedò at different ñpricesò. This information is used to construct the 

demand function for PRBG and to estimate the consumer surplus i.e. economic 

value generated through recreational services of the site.  

 

Hence, the Zonal Demand Function is defined as   ZVRj= Vj/Nj = f(TCj, Xj). 

Where, ZVRj is visitation rate of zone j, which is calculated as Vj/Nj (calculated 

as visits per 1,000 population in zone j), Vj is number of visits made from zone j 

to PRBG, Nj = Number total population of zone j in study year, TCj is total 

travel cost incurred to a person to travel from the zone j to PRBG and Xj   is 

socio economic variables of the visitors of zone j. The functional demand model 
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for this study include Visitation Rate (VR) as dependent variable and the ñTotal 

Travel Costò (TC) and ñIncomeò (I) of the visitor (represents the as socio-

economic characteristics of the visitors) are as the independent variables, thus 

the model is: ὠὙ ‍ ‍ὝὝὅ‍Ὅ ό. 

 

The economic value of recreational benefits of an environmental amenity can 

be then  be estimated the area under the demand curve and the price paid for 

purchase of the amenity (Alvarez and Larkin, 2010) and thus,  known as 

consumer surplus (CS) for a zone.  Zonal consumer surplus for a particular zone 

j (CSj) can be measured as below: 

 
                              TCmax 

        CSj =    ώ 0
Ĕb 1

ĔbὝὝὅ 2
ĔbὍÖTC                                          

                     
TCj  

 

Then, the total economic value (TEV) of PRBG can be estimated summing the 

CS estimated for 20 zones (j=1é..n). Thus, the TEV i.e. the Total Consumer 

Surplus (TCS) of Zone j is: 

 
  
            20

     
TCmax 

         TEV= TCS  = ×  ώ 0
Ĕb 1

ĔbὝὝὅ 2
ĔbὍÖTC  

                     

                                      j=1    
TCj

 

 

The necessary data was collected by a social survey conducted among the 

visitors to the PRBG during the months of May and June, 2012 and the 

secondary information was gathered using official records of PRBG. The 

sample of the study is 250 local visitors visited to the site and those were 

selected randomly. Sample was categorized into 20 groups and which are 

identified as zones representing the different distance.  

 

 

 




